Abstract—Mobile Edge Computing (MEC) is an emergent architecture where cloud computing services are extended to the edge of networks leveraging mobile base stations. As a promising edge technology, it can be applied to mobile, wireless and wireline scenarios, using software and hardware platforms, located at the network edge in the vicinity of end-users. MEC provides seamless integration of multiple application service providers and vendors towards mobile subscribers, enterprises and other vertical segments. It is an important component in the 5G architecture which supports variety of innovative applications and services where ultra low latency is required. This paper is aimed to present a comprehensive survey of relevant research and technological developments in the area of MEC. It provides the definition of MEC, its advantages, architectures, and application areas; where we in particular highlight related research and future directions. Finally, security and privacy issues and related existing solutions are also discussed.
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I. INTRODUCTION

The prevalence of mobile terminals, such as smartphones or tablet computers, has an uttermost effect on mobile and wireless networks, triggering challenges for mobile networks worldwide [1] [2]. This class of networks has to endure low storage capacity, high energy consumption, low bandwidth, and high latency [3]. Moreover, exponential growth of the emerging Internet-of-Things (IoT) technology is foreseen to further stumble cellular and wireless networks [4]. Mobile Cloud Computing (MCC), as an integration of cloud computing and mobile computing, has provided considerable capabilities to mobile devices and empowered them with storage, computation and energy resources offered by the centralized cloud [5] [6]. However, popping up a myriad of mobile devices, MCC is encountering noticeable challenges, such as high latency, security vulnerability, low coverage and lagged data transmission. These challenges can become more difficult to address in the case of next generation mobile networks (e.g., 5G) [7]. Moreover, MCC is not suitable for scenarios involving real-time applications and guaranteeing high Quality of Service (QoS). According to the recent report presented by Cisco Visual Networking Index, 11.6 billion mobile-connected devices will be used by 2020 [2]. The trend of increase in mobile devices usage is fundamentally driven by the augmentation of mobile users and mobile applications development (e.g., iPhone apps and Google apps) [8] [9].

In the era of computing paradigms, edge computing (also known as fog computing) [10], has begun to be of paramount significance, especially Mobile Edge Computing (MEC) in mobile cellular networks. The main purpose of mobile edge computing is to address the challenges that are hailed from MCC systems. MEC empowers MCC by deploying cloud resources, e.g., storage and processing capacity, to the edge within the radio access network. This provides the end-user with swift and powerful computing, energy efficiency, storage capacity, mobility, location, and context awareness support [11] [12]. Previously, the technology at the edge of the Internet known as cloudlet technology has been introduced to deploy mobile cloud services, however it was inadequate because of its limited WiFi coverage. In a highly computational environment, cloudlets can efficiently process the computationally-intensive tasks offloaded from devices [12]. Alternatively, MEC is equipped with better offloading techniques that characterize the network with low-latency and high-bandwidth.

Although MEC technologies and reported research contributions are still young and limited, providing a thorough overview of the state-of-the-art in MEC development will provide useful insights to the current status of this area and help to uncover potential research directions. This basically shapes the contribution of this paper, which is surveying MEC. There exist a few MEC survey reports in the literature such as [13] and [14]. However, the former mainly analyzes security threats and challenges that affect different edge paradigms, such as fog computing, mobile edge computing, and mobile cloud computing. The latter provides a brief overview of different attributes of MEC and identifies the major open research challenges in MEC, while the detailed and thorough study of different design aspects and research trends is largely missing in this survey work.

This paper presents an extensive survey on mobile edge computing focusing on its general overview. Section 2 gives an overview of MEC encompassing definition, concepts, architectures and its advantages. Sections 3 and 4 list MEC applications and emerging scenarios. Section 5 presents state-of-the-art research on MEC with respect to computational offloading, latency, storage, and energy efficiency. Then, research infrastructures are presented in Section 6 which has been referred to as MEC testbeds in recent studies. Sections 7 and 8 outline security and privacy issues, and security mechanism. Finally Section 9 discusses MEC open issues. The list of acronyms and abbreviations used in this paper are summarized in Table 1.

II. MOBILE EDGE COMPUTING OVERVIEW

The term mobile edge computing was standardized by European Telecommunications Standards Institute (ETSI) and
Mobile edge computing offers cloud computing capabilities within the radio access network. Allowing direct mobile traffic between the core network and the end-user, instead, MEC connects the user directly to the nearest cloud service-enabled edge network. Deploying MEC at the base station enhances computation and avoids bottlenecks and system failure [16], [7].

According to the white paper published by ETSI, mobile edge computing can be characterized by [17]:

1) On-Premises: MEC platforms can run isolated from the rest of the network, while they have access to local resources. This is very important for machine-to-machine scenarios. The MEC property of segregation from other networks also makes it less vulnerable.

2) Proximity: Being deployed at the nearest location, mobile edge computing has an advantage to analyze and materialize big data. It is also beneficial for compute-hungry devices, such as augmented reality, video analytics, etc.

3) Lower latency: Mobile edge computing services are deployed at the nearest location to user devices, isolating network data movement from the core network. Hence, user experience is accounted high quality with ultra-low latency and high bandwidth.

4) Location awareness: Edge-distributed devices utilize low-level signaling for information sharing. MEC receives information from edge devices within the local access network to discover the location of devices.

5) Network context information: Applications providing network information and services of real-time network data can benefit businesses and events by implementing MEC in their business model. On the basis of RAN real-time information, these applications can estimate the congestion of the radio cell and network bandwidth. This will help them in future to make smart decisions for better delivery of services to customers.

B. Related Concepts and Technologies

There are some terms similar to mobile edge computing, such as mobile cloud computing, local cloud, cloudlets and fog computing [18]. In the following, we carefully discuss these terms.

- Mobile Cloud Computing (MCC) generally integrates all the advantages of mobile computing, cloud computing and mobile internet [19]. The main focus of cloud computing is to enable isolated virtualized computing, storage and communication resources that are leveraged by end-users [20]. Some examples of cloud computing infrastructures and platforms are Amazon EC2, Microsoft Azure, Google, and Aneka. Mobile cloud computing enables resources on demand, such as network, server, application, storage and computing resources in a mobile environment [21]. MCC also focuses on resource management that could be easily manageable [20]. In a MCC infrastructure, the centralised cloud servers are located far off from end devices, therefore are less productive in computation intense environments. For example, mobile computing provides an IT service environment and cloud computing capabilities at the edge of the mobile network, within the Radio Access Network (RAN) and in close proximity to mobile subscribers.”
applications connected to the cloud may face network latency or disconnections while mobile applications are used.

- **Local Cloud** is administered by internal or external sources explicitly intended for a group or institution [22]. Local cloud is deployed in a local network that coordinates with its remote cloud server to promote data privacy. It is enabled by installing software on the local server that is integrated with the cloud server. However, local cloud is favorable in terms of communication delay but it is subject to some computational limitations due to its sparse resources [23].

- **Cloudlet** is a small-box data center that is normally deployed at one wireless hop away from mobile devices, such as public places like hospital, shopping center, and office building to facilitate a convenient approach as shown in Figure 1 [24]. Several units of multi-core computers form a cloudlet that is connected to remotely located cloud servers. Cloudlet is brought as a promising solution to overcome the distant Wide Area Network (WAN) latency and cellular energy consumption problem by utilizing cellular data connectivity to near-located cloud servers [25]. The primary focus of cloudlet is to bring cloud technologies closer to the end-user, providing support to resource- and latency-sensitive applications [26]. Cloudlets utilize technologies, such as WiFi located at one hop or multiple hops away at the edge of the Internet. Therefore, it is dependent on robust and uninterrupted Internet connection. Herein, there are some security and privacy issues that involve the access privacy services, such as e-commerce websites [27].

- **Fog Computing** is also known as edge computing, supporting ubiquitous connected devices. The Fog computing term was created by CISCO systems to bring cloud services to the edge of an enterprise network. In Fog computing, processing is mainly carried out in the local area network and in an IoT gateway or a fog node. Fog computing offers the benefit to allow single processing devices to gather data from different sensors and act accordingly. For example, a smart robotic vacuum cleaner receives data from multiple sensors installed in a house that are capable to detect any dirt and send appropriate commands to the vacuum cleaner to react accordingly. Fog computing offers much low latency as compared to cloud computing, located far from the end-user. However, fog computing has some limitations due to its dependency on wireless connection which has to be live in order to perform complex actions. Fog computing and MEC terms are widely used interchangeably but they differ in some ways. For example, in a fog computing environment, intelligence is at the local area network level which is processed at the fog node or the IoT gateway [28]. Therefore, there is a rising trend in wireless networks for IoT and machine-to-machine (M2M) communication. However, in mobile edge computing environments, intelligence, communication capability and processing power are pushed to the RAN, thereby MEC is becoming more popular in 4G and future 5G networks.

**C. Architectures of Mobile Edge Computing**

Mobile edge computing functions are mostly found within the Radio Access Network (RAN), thereby prior to discussing MEC architectures, we need to first understand the history and general architecture of cellular network communication from a RAN perspective.

1) **History and Role of RAN in Cellular Networks:** Back in early 1980s, the first commercial cellular network (1G generation) was introduced with the compliance of analog modulation and mobility support, which later was replaced by 2G because of its digital radio signaling capability using Time Division Multiple Access (TDMA). 2G networks were known for better voice quality which was achieved by leveraging digital technology for better voice quality. Later, 3G was released with better data transfer rate and multimedia applications coherence using RAN with limited data support [29]. With an accustomed support of mobile internet using RAN Long-Term Evolution (LTE), 4G got an edge over other wireless mobile telecommunication technologies providing the best user experience [30].

RAN is part of the cellular network communication system infrastructure, facilitating the connection between mobile phones or any wireless controlled machines with the mobile core network [31]. In traditional cellular radio systems, wireless user equipment connect through RAN to the mobile operator networks. User equipment include mobile stations, laptops, etc. RAN covers the wide geographical area divided into several cells and each cell is integrated with its base station. Base stations are typically connected to each other via microwave or landlines to the Radio Network Controller (RNC), which is also known as the Base Station Controller (BSC). RNC is responsible to control the base station node and also carry out some mobile management functions. Most
of the encryption is performed before sending user data to the core network. The RNCs are connected with one or two back haul networks. Cellular networks have become more efficient than before because the LTE technology provides high-speed wireless communication radio access networks with low-latency and high-bandwidth. System Architecture Evolution (SAE) of RAN LTE core conforms heterogeneous networks and legacy systems, such as air interfaces of General Packet Radio Service (GPRS) or Universal Mobile Telecommunications (UMTS) [9]. The UMTS is a third generation system that may depend on the global system for mobile communication (GSM) developed in Europe.

The generic view of cellular networks is depicted in Figure 2, where the core network is wire-connected (e.g., IP/Ethernet) with RAN and RAN is wireless-connected to user devices. RAN connects base station with backhaul network through the Ethernet interface which supports a high data transfer rate [32].

In the past, IP has grown from the Internet, to organization networks and increasingly adopted by the LTE network. The IP traffic between RAN and core is encapsulated with the GPRS tunneling protocol with an IPsec encryption [33]. This has prohibited IT services to be inserted at the nearest location to the end-users. Moreover, mobile operators are reluctant to deploy applications due to the risk of denial of mobile services or performance decrease.

Recently, the concept of Cloud Radio Access Network (C-RAN) has been proposed by a few operators. C-RAN promises a centralized processing, collaborative radio, real-time cloud computing, and power efficient infrastructure [34]. In particular, it aggregates all base station computational resources into a central pool. In C-RAN, the radio frequency signals from geographically distributed antennas are collected by remote radio heads and transmitted to the cloud through an optical transmission network. Using C-RAN, the number of cell sites will be reduced and the user will be offered better services, while it maintains similar coverage and reduces operating expenses.

2) Three-Layer Architecture: MEC is a layer that resides between the cloud and mobile devices. Therefore, the infrastructure is derived as a three-layer hierarchy: the cloud, MEC and mobile devices [35]. Mobile edge computing mostly complies with cloud computing to support and enhance performance of the end devices. The formation of a three-layer service model is depicted in Figure 3.

The general architecture of mobile edge computing is depicted in Figure 4. As shown, different types of mobile devices and sensors, e.g., IoT, big data and social platforms, are connected to the core network (i.e., mobile Internet) through the edge network, i.e., the radio access network and MEC, and the core network is connected to the private cloud network. With the evolution of LTE-based RAN, it has become more feasible to deploy MEC which brings cloud services near to the mobile subscribers. Therefore, as shown in the architectural model in Figure 4, each edge platform represents an edge cloud with applications and services specific to the target mobile environment.

MEC constitutes geo-distributed servers or virtual servers with built-in IT services. These servers are implemented locally at mobile user premises, e.g., parks, bus terminals, and shopping centers [35]. MEC may utilize cellular network elements, such as the base station, WiFi access point, or femto access point (i.e., low power cellular base station). MEC may be deployed at a fixed location, for example, in a shopping center or on a mobile device located in any moving object, e.g., car or bus. MEC can be deployed at a LTE base station (eNodeB) or a multi-technology (3G/LTE) cell aggregation site. The multi-technology cell aggregation site can be located both indoor or outdoor. To push intelligence at the base station and to effectively optimise RAN services, mobile edge computing technology develops an energetic ecosystem and a new value chain that allows intelligent and smart services at nearby locations to the mobile subscribers.

To summarize, the key value proposition of MEC is that it offers cloud computing by pushing cloud resources, such as compute, network and storage to the edge of the mobile network in order to fulfil application requirements that are compute hungry (e.g., games applications), latency-sensitive (e.g., augmented reality applications) and high-bandwidth demanding (e.g., mobile big data analytics).

D. Advantages of Mobile Edge Computing

As already discussed in previous sections, there are several benefits associated with mobile edge computing which are turning out to be promising for both Mobile Network Operators (MNOs) and Application Service Provider (ASP). In
addition, they are beneficial to content providers, Over-The-Top (OTT) players, network equipment vendors, and middleware providers [36], [9]. MEC concept focuses on important metrics, such as delay and high-bandwidth that are accomplished by limiting data movement to MEC servers than to centralized servers with severe latency cost. Moreover, power consumption is also one of the main concerns. Computational tasks are migrated to external resource-rich systems to increase the battery lifetime of user equipment. In addition, distributed virtual servers provision scalability and reliability.

With respect to the actors (MNOs, ASPs and end-users), MEC benefits include [37], [9]:

- **Mobile network operators** could enable RAN access to third party vendors to deploy their applications and services in a more flexible and agile manner. These enabling services could generate revenue by charging based on the services used, such as storage, bandwidth, and other IT resources. OTT services and DVR services offered by cable operators may likely be faster since their services could reside in MEC servers.

- **Application service providers** could gain profit by a MEC-enabled Infrastructure-as-a-Service (IaaS) platform at the network edge which makes ASPs services scalable along with high bandwidth and low latency. ASPs could also get real-time access to the radio activity that may develop more capable applications. RAN is revamped into Service-Aware RAN (SRAN) which provides the location information of the subscriber, cell load, and network congestion.

- **End-users** could experience fast computational applications through offloading techniques that are handled by MEC servers within RAN. In addition, tight RAN assimilation and physical close servers could improve the user Quality of Experience (QoE), such as high throughput browsing, video caching, better DNS, etc.

### III. APPLICATIONS

Although the MEC architecture is a new revenue stream for mobile operators that has not matured sufficiently, we witness a few application areas adopting Edge Computing (e.g., Fog Computing) as it has been focused by recent articles [15], [38]. Some recognized applications include Augmented Reality and Content Delivery.

#### A. Augmented Reality (AR)

In the era of mobile technology, augmented reality applications have recently adopted mobile technology, such as Layar, Juniao, Google Goggles, and Wikitude [39]. AR enables real environment user experience by combining real and virtual objects existing simultaneously [40], [41]. Recent AR applications have become adaptive in sound and visual components, such as news, TV programs, sports, object recognition, games, etc [42]. However, AR systems usually demand high computing power for task offloading, low latency for better QoE, and high bandwidth that is conducive to sustaining interminable IT services.

Edge computing infrastructures have been recognized to be a niche for latency-sensitive applications in the AR domain [43]. They empower AR systems, for example by maximizing throughput by pushing intelligence to the edge of the network instead of relying on the core network. Therefore, offloading computation-intensive tasks at the nearest cloudlet is more optimized and efficient, enhancing user experience.

One example of AR applications is Brain Computer Interaction that works by detecting human brainwaves [38]. The data is received by EEG Bio-sensors in real-time acquiring large computational tasks handled by MEC and cloud computing platforms.

#### B. Content Delivery and Caching

The edge computing technology plays a key role in web site performance optimization, such as caching HTML content, reorganizing web layout and resizing web components. The user makes HTTP requests that pass through the edge server. This server handles user requests by performing number of tasks to load web pages on the user device interface. These requests and responses are time efficient as the edge server is deployed close to the edge devices. The edge computing infrastructure is time efficient as compared to the traditional Internet infrastructures where user requests are handled by the servers that are distantly placed at the service provider side. In addition, edge computing also analyses network performance during on and off peak hours. For example, under congested network conditions where several users are streaming video at the same time, the graphics resolution is decreased to minimal to accommodate every user avert any denial of service or jitter.

### IV. EMERGING APPLICATION SCENARIOS

It is important to stay ahead of the curve to apprehend mobile technology trends. In this section, emerging application scenarios of MEC are presented which are recently discussed in the ETSI white paper [15], such as video analytics and mobile big data. Several research papers [18], [44], [10], [45] have referred to MEC scenarios in connected vehicles, smart grid and Wireless Sensor and Actuator Networks (WSAN). Furthermore, in [46], the application area is expanded to smart building control and Software-Defined Network (SDN), as well as to ocean monitoring [47].
A. Healthcare

Science and technology in health domain is a substantial research area for many researchers [48]. Like other industries, healthcare can also be aided by edge computing, e.g., patients suffering from strokes fall. According to the stroke statistics, someone in the U.S. has a stroke about once every 40 seconds [49]. Falls are common among stroke patients who suffer mostly from hypoglycemia, hypotension, muscle weakness, etc. According to recent research, one third of the strokes could possibly be averted by early mitigating the fall incidents [50]. In order to detect and prevent fall, a large body of research has been carried out, for example, by introducing human computer interaction devices, such as smartphone, smart watch and Google glass, but certain limitations still exist.

Recently, researchers have proposed a smart healthcare infrastructure called U-Fall, that exploits smartphones by engaging edge computing technology. U-Fall is based on a fall detection algorithm that is designed using acceleration magnitude values and non-linear time series analysis [48], [38]. U-fall senses motion detection with the help of smart device sensors, such as gyroscopes and accelerometers. U-Fall intelligently maintains integrity between the smartphone and the cloud server to ensure real-time detection. In addition, the proposed infrastructure is capable to deliver accurate results which make it more reliable and dependable.

Furthermore, the three-tier architecture that includes role model, layered-cloud architecture, and mobile edge computing can help health advisers to assist their patients, independent of their geographical location. MEC enables smartphones to collect patient physiological information, e.g., pulse rate, body temperature, etc., from smart sensors and send it to the cloud server for storage, data sync and sharing. Health advisers having access to the cloud server can immediately diagnose patients and assist them accordingly [51].

B. Video Analytics

Surveillance cameras in old times were used to stream data back to the main server and then the server decided how to perform data management. Due to the growing ubiquity of surveillance cameras, the traditional client-server architecture might not be able to stream video coming from million of devices and therefore, it will stress the network. In this scenario, MEC will be beneficial by implementing intelligence at the device itself which is programmed to send data to the network, when there is a motion detection. In addition, MEC-enabled surveillance cameras can be beneficial for several applications, such as traffic management applications which can detect traffic jam or an accident on the basis of traffic patterns. The application can also be helpful for face recognition, for example, if someone commits a crime then his photo can be transferred to these intelligent cameras to trace the culprit [52], [53], [52].

C. Mobile Big Data Analytics

Mobile phone technology is valued a growth-engine for small, medium and large enterprises, and also has widespread social connotation. The ubiquity of mobile phones and their big data coming from applications and sensors, such as GPS, accelerometer, gyroscope, microphone, camera and bluetooth are stressing the network bandwidth [54]. Big data consists of large and complex data sets that is generated by data processing applications, sensors, devices, video and audio channels, and web and social media [55], [56]. These data sets may be structured or non-structured and may not be possible to process them by a single machine [57]. Big data is of paramount importance to businesses because it extracts analytics and useful information that may benefit to different business segments [58]. Big data analytics is a process of extracting meaningful information from raw data which could be helpful for marketing and targeted advertising, customer relations, business intelligence, context-aware computing, health care, etc. [59], [60].

Implementing MEC near the mobile devices can elevate big data analytics with the help of network high bandwidth and low latency. For example, instead of using the typical path from an edge device to the core network, big data can be collected and analyzed at the nearest MEC environment. The result of big data analytics can then be passed to the core network for further processing. This scenario will perhaps also accommodate data coming from several IoT devices for big data analytics [61].

D. Connected Vehicles

Vehicles are facilitated with an internet access that allows them to connect with other vehicles on the road. The connection scenario can either be vehicle-to-vehicle, vehicle to access point or access point to access point. Deploying MEC environments along side the road can enable two-way communication between the moving vehicles. One vehicle can communicate with the other approaching vehicles and inform them with any expected risk or traffic jam, and the presence of any pedestrians and bikers. In addition, MEC enables scalable, reliable and distributed environments that are synced with the local sensors [62].

E. Smart Grid

A smart grid infrastructure is an electrical grid that consists of several components, such as smart appliances, renewable energy resources, and energy efficiency resources. Smart meters that are distributed over the network are used to receive and transmit measurements of the energy consumption [63]. All the information collected by the smart meter is supervised in Supervisory Control And Data Acquisition (SCADA) systems that maintain and stabilize the power grid. Moreover, distributed smart meters and micro grids, integrated with MEC, can support SCADA systems. For example, in this scenario, MEC will balance and scale the load according to the information shared by other micro grids and smart meters.

F. Wireless Sensor and Actuator Networks

Wireless Sensors and Actuator Networks (WSAN) are sensors that are used for surveillance, tracking, and monitoring
of physical or environment situations, e.g., light intensity, air pressure, and temperature [64]. MEC-enabled actuators autonomously manage measurement process by developing an active feedback loop system. For example, air vent sensors manage air pressure flowing in and out of the mine to save miners from any emergency. These sensors consume very less energy and bandwidth with the help of MEC.

G. Smart Building Control

Smart building control systems consist of wireless sensors that are deployed in different parts of buildings. Sensors are responsible for monitoring and controlling building environments, such as temperature, gas level or humidity. In a smart building environment, sensors installed with MEC become capable of sharing information and become reactive to any abnormal situation. These sensors can maintain building atmosphere on the basis of collective information received from other wireless nodes. For example, if humidity is detected in the building, MEC can react and perform actions to increase air in the building and blow out the moisture.

H. Software-Defined Networks

Software-Defined Networks (SDN) are an innovation to computer networking that separates control layer and the data layer [65]. Data layer contains user-generated messages and is responsible to forward them using the forwarding tables prepared by the control layer [66]. This is managed by a centralized control system. The MEC concept along with SDN can make centralized control more efficient and reliable, e.g., in vehicle-to-vehicle connectivity the ratio of packet loss can be resolved.

I. Ocean Monitoring

Scientists are researching to cope with any ocean cataclysmic incidents and know the climate changes in advance. This can help to react quickly and mitigate to prevent any disastrous situation. Sensors deployed at some locations in the ocean transmit data in great quantity which requires large computational resources [47]. The data handled by the cloud may introduce delays in the transmission of live forecast. In this scenario, MEC can play a vital role to prevent any data loss or delay in sensor data transmission.

V. STATE-OF-THE-ART RELATED RESEARCH

In this section, we present several research efforts carried out in the area of MEC recently.

A. Computational Offloading

In computer science, computation offloading is the process of migrating computing tasks to external sources, such as clouds, grids or clusters [67]. Computation offloading is a solution to enhance the capacity of mobile devices by transferring computation to higher resourceful servers that are located at a different location [68]. The emergence of resource-demanding applications, such as 3D games will continue to demand more mobile resources. Improvement of mobile devices and networks will still not be able to cope up with the trend in demand. Therefore, mobile devices will always have to compromise with their limited resources, such as resource-poor hardware, insecure connections and energy-driven computing tasks [69]. For example, editing video clips on a mobile phone requires a large amount of energy and computation which is provided with some limitations as compared to desktop or laptop. To deal with these constraints, many researchers have studied computation offloading to resource-rich platforms, such as the cloud [70], [71], [72].

In 2015, Takahashi et al. [73] proposed Edge Accelerated web Browsing (EAB) prototype designed for web application execution using a better offloading technique. The purpose of EAB is to improve user experience by pushing application offloading to the edge server which is implemented within the RAN. EAB-frontend at the client-side retrieves the rendered web content which is processed in the EAB server, whereas, audio and video streams travel through the EAB-backend and are decoded depending on the capabilities of the client hardware.

In 2016, Chen et al. [74] designed an efficient computation offloading model using a game theoretic approach in a distributed manner. Game theory is a persuasive tool that helps simultaneously connected users to make the correct decision when connecting a wireless channel based on the strategic interactions. If all user devices offload computation activities using the same wireless channel, it might cause signal interference with each other and wireless quality reduction. Specifically, the game theory targets the NP-hard problem of computation offloading incurred by multi-user computation offloading and provides a solution by attaining Nash equilibrium of multi-user computation offloading game.

In 2015, Sardellitti et al. [75] proposed an algorithm-based design, called Successive Convex Approximation (SCA). This algorithm optimizes computational offloading across densely deployed multiple radio access points. The authors considered the MIMO multicell communication system where several mobile users request for their computational tasks to be carried at the central cloud server. They first tested a single user offloading computational task on the cloud server which resulted in the non-convex optimization problem. In the multi-user scenario, the SCA-based algorithm attained local optimal solution of the original non-convex problem. According to the formulation results, authors claimed their algorithms to be surpassed disjoint optimization schemes. Moreover, they stated that the proposed SCA design is more suitable for applications acquiring high computational tasks and minimizes energy consumption.

In 2016, Zhang et al. [76] proposed the contract-based computation resource allocation scheme. This scheme improves the utility of vehicular terminals which intelligently utilize services offered by MEC service providers under low computational conditions. The MEC provider receives the payment from vehicles on the basis of the computation task they offloaded to the MEC servers. Using a wireless communication service, information of the contract and payment information is broadcasted to the vehicles on the road.
In 2015, Habak et al. [77] proposed the FemtoCloud system which forms a cloud of orchestrated co-located mobile devices that are self-configurable into a correlative mobile cloud system. A FemtoCloud client computing service is installed on each mobile device to calculate device computing capability and capacity for sharing with other mobile devices, and energy information. Mobile properties are built and maintained inside a user profile that is shared in a mobile cluster connected to a cloudlet or a control device that is available in a WiFi network. Intensive computational tasks in the form of codes are sent to cloudlets to leverage the computational capacity of other connected mobile devices. The FemtoCloud model is designed to reduce the computational load from the centralised location and bring it to the edge of the mobile network.

B. Low Latency

MEC is one of the promising edge technologies that improves user experience by providing high bandwidth and low latency.

In 2016, Abdelwahab et al. [78] proposed REPLISOM which is a edge cloud architecture and LTE enhanced memory replication protocol to avoid latency issues. LTE bottleneck occurs due to allocating memory to a large number of IoT devices in the backend cloud servers. These devices offload computational tasks by replicating and transmitting tiny memory objects to a central cloud which makes IoT to be scalable and elastic. The LTE-integrated edge cloud provides its compute and storage resources at the edge to resource-intensive services. Thus, the proposed REPLISOM reduces the stress of LTE by intelligently scheduling memory replication events at the LTE-edge to resolve any conflicts during the memory replication process for the radio resources.

In 2015, Nunna et al. [79] proposed a real-time context-aware collaboration system by combining MEC with 5G networks. By integrating MEC and 5G, it empowers real-time collaboration systems utilizing context-aware application platforms. These systems require context information combined with geographical information and low latency communication. The 4G network might not be capable to fulfill such requirements, instead 5G networks and MEC are proficient to utilize contextual information to provide real-time collaboration. The above suggested model is beneficial for scenarios such as life Remote Robotic Tele-surgery and Road Accident that demand high bandwidth and ultra low latency.

In 2016, Kumar et al. [80] proposed a vehicular delay-tolerant network-based smart grid data management scheme. The authors investigated the use of Vehicular Delay-Tolerant Networks (VDTNs) to transmit data to multiple smart grid devices exploring the MEC environment. With the use of a store-and-carry forward mechanism for message transmission, the possible network bottleneck and data latency is avoided. Due to the high mobility of vehicles, a smart grid environment supported by MEC is used to monitor large data sets transmitted by several smart devices. According to the data movement, these devices make computation charging and discharging decisions with respect to message transmission delay, response time and high network throughput for movable vehicles.

C. Storage

Limited storage resources of end devices tend to affect user experience. End-users may utilize MEC resources to overcome their device storage limitation.

In 2016, Jararweh et al. [12] proposed a Software Defined system for Mobile Edge Computing (SDMEC). The proposed framework connects software defined system components to MEC to further extend MCC capabilities. The components jointly work cohesively to enhance MCC into the MEC services. Working with Software Defined Networking (SDN), Software Defined Compute (SDCompute), Software Defined Storage (SDStorage), and Software Defined Security (SDSec) are the prime focus of the proposed framework which enables applications requiring compute and storage resources. Applications like traffic monitoring, content sharing and mobile gaming will benefit from SDMEC.

D. Energy Efficiency

As previously mentioned, the MEC architecture is designed to reduce energy consumption of user devices by migrating compute intensive tasks to the edge of the network.

In 2014, Wei Gao [81] proposed a opportunistic peer-to-peer mobile cloud computing framework. The probabilistic framework is comprised of peer mobile devices that are connected via their short-range radios. These mobile devices are enabled to share both the energy and computational resources depending on their available capacity. He proposed the probabilistic method to estimate the opportunistic network transmission status and ensure the resultant computation is timely delivered to its initiator. The purpose of the proposed framework is to facilitate warfighters at the tactical edge in a war zone. This framework is beneficial for situation awareness or surrounded ground environment understanding, with the help of data processed by in-situ (on site) sensors. The preambled novel framework thus efficiently shares computational tasks by migrating workloads among warfighters mobile hand held devices, perhaps taking an account of timeliness of computational workload for successive resultant migration.

In 2015, Beck et al. [82] proposed ME-VoLTE which is an architecture that integrates MEC to voice over LTE. The encoding of video calls is offloaded to the MEC server located at the base station (eNodeB). The offloading of video encoding through external services helps escalating battery lifetime of the user equipment. Encoding is high computational-intensive and hence is very power consuming. In the proposed system, encoding techniques are wisely used to stream video on the MEC server. MEC transcodes video by using a special codec program before responding to the user device request. This phenomenon significantly increases data transmission and enhances power management.

In 2015, El-Barbary et al. [25] proposed DroidCloudlet which is based on commodity mobile devices. DroidCloudlet is legitimizied with resource-rich mobile devices that take the load of resource-constraint mobile devices. The purpose of the proposed architecture is to enhance mobile battery lifetime by migrating data-intensive and compute-intensive tasks to rich-media. DroidCloudlet works as a client device or as a server
device running an application that supplements resource-poor devices by offering their available resources. One of the devices takes the role of an agent which is responsible for coordinating resources with other groups of devices.

In 2016, Jalali et al. [83] proposed a flow-based and time-based energy consumption model. They conducted numerous experiments for efficient energy consumption using centralized nano Data Centers (nDCs) in a cloud computing environment. The authors claim that nDCs energy consumption is not yet been investigated. Therefore, several models were presented to perform energy consumption tests on both shared and unshared network equipment. In the paper, it concludes that nDCs may lead to energy savings if the applications, especially IoT applications generate and process data within user premises.

E. Summary

In this section, we presented the relevant state-of-the-art research results in the MEC area. Among the discussed research focuses, computational offloading, low latency and energy efficiency have received more attention by the MEC community. Considering the former, two predominant categories of approaches have been proposed to enable computational offloading in MEC network models: i) algorithmic solutions such as those based on the game theory and successive convex approximation [74], [75], and ii) network architecture based solutions, such as cloud of co-located mobile devices [77]. With respect to low latency, early approaches basically rely on the wireless network technologies for latency reduction, e.g., through integrating MEC systems with LTE or 5G. Recently, domain-specific network technologies such as vehicular delay-tolerant networks have been used to mitigate the latency in MEC systems. The state-of-the-art in MEC-based energy efficiency is, in most cases, addressed indirectly through computational offloading mechanisms, such as in [82] and [25]. Other existing approaches have attempted to address this issue through proprietary network architectures, such as peer-to-peer mobile networks [81] and centralized nano data centers [83].

VI. RESEARCH ON INFRASTRUCTURE

There are a few contributions on the MEC infrastructure which have been partly discussed in the literature [15], [17]. In this section, we explore existing MEC infrastructures with respect to their deployment scenarios and developed test beds.

A. Deployment Scenarios

As mentioned earlier, MEC can be flexibly and intelligently deployed at different sites, including UMTS Radio Access Network (UTRAN), LTE E-UTRAN Node B, 3G Radio Network Controller (RNC) and multi-Radio Access Technology (RAT). A MEC deployment may use the shared or dedicated Network Functions Virtualization (NFV) architecture. According to the first release of Information Services Group (ISG) MEC, the implementation scenarios can either be at the outdoor environment, such as LTE and 3G sites or the indoor environment, such as shopping malls and hospitals.

1) MEC in outdoor scenarios: Several ways are possible to implement MEC in outdoor scenarios, for example, macro cells vendors insert virtualization environment into a radio access network. This scenario helps operators to deliver network features with high value services. Moreover, it improves QoE by providing low latency, pushes more intelligence to the edge and provides better computation offloading. The infrastructure where MEC is closely integrated with RAN, gives a better network traffic analysis, radio network status, and device location services.

2) MEC in indoor scenarios: In WiFi or 3G/4G access points, MEC can be deployed through light weight virtualization. Its deployment in machine-to-machine environments can monitor temperature, humidity, air conditioning, etc. with the help of connected sensors at various indoor locations. MEC can also be beneficial in case of any emergency situation, such as in any hazardous situation in a residential building environment where it can help people to evacuate the building with the help of AR services.

B. MEC Testbeds

This subsection lists some recent testbeds that are developed and tested by implementing mobile edge computing platforms.

1) 5th generation test network: The 5th Generation Test Network (5GTN) architecture was developed and successfully tested at Oulu, Finland, which is based on LTE and LTE-Advanced (LTE-A) technology [84]. It opens an opportunity for application developers to develop their applications in a test environment before they are brought to the market. The introduced testbed is composed of different environments, one is located at Technical Research Centre of Finland (VTT’s)’s 5G laboratory and the other one is at the University of Oulu’s Centre for Wireless Communications (CWC). The CWC network is opened for public users, whereas VTT’s network is in a more secured and private environment. Both networks are integrated with the help of carrier-grade technology offering a real-time environment. The private network is connected to 5G test laboratories located in different parts of Europe. The purpose is to stretch 5G network functionality. The CWC network was targeted for any mobile user of any mobile operator. The key purpose is to give access to the university students and visitors with high-nature 5G experience. MEC functionality is based on a Nokia provided solution that is operative in an AirFrame cloud environment and can be tested in the 5GTN architecture. It will allow the third-parties service providers to test their applications in a MEC-5G.

2) Industrial Testbeds: Nokia and China mobile successfully tested advance mobile solutions for utmost mobile data capacity and real-time video [85]. The testbed was deployed in a car race stadium where 11707 active users were simultaneously connected with small cells and 6195 users with macro cells. In total, 95 LTE small cells were installed having 2.6 TDD, 2.3 TDD and 1.8 FDD specifications at the ultra-dense distance of 10-15m. The platform was built for MEC with airframe Radio Cloud platform for MEC and Airscale WiFi with flexi zone controllers. The system successfully delivered high performance HD videos on user mobile panels offering...
multiverse. Another testbed application was created by Nokia and Chunghwa Telecom (CHT) implemented at a baseball stadium which gives a live TV coverage like view and live experience of match atmosphere simultaneous at the same time [86]. The MEC environment was created with the help of Nokia Flexi Zone base stations that use 30 MHz of LTE spectrum. Spectators are able to see four video feeds at the same time that are on a split mobile screen. MEC offers ultra-low latency which is required for live video streaming by moving compute power to process the videos at the nearest place to the subscribers.

Nokia and its partners delivered an intelligent car-to-car infrastructure communication system using operators live LTE network [87]. Vehicles connection is facilitated by different cloudlets deployed on the Nokia MEC platform at mobile base stations as shown in Figure 5. These cloudlets were able to deliver end-to-end latency below 20ms. First tested use case was emergency brake or slowing down car prior to any upcoming emergency. Vehicles can communicate almost in real-time with the vehicles that are even beyond sight. The second tested use case was cooperative passing assistant in real-time with the vehicles that are even beyond sight. On the basis of distance and car velocity, the situation is computed by the cloudlets and later signaled to vehicles with guidance of possible actions to avoid any risks.

Fig. 5. Vehicular Communication System

VII. SECURITY AND PRIVACY ISSUES

This section studies security and privacy issues in the context of different architectural elements of MEC [88], [89], [90], [91].

A. Security Concerns

The components of CIA triad, Confidentiality, Integrity, and Availability makeup a model design for information security [92]. There are several aspects of trust that need considerations in the MEC infrastructure.

1) Confidentiality: There are several applications hosted at the edge of the network providing their services to mobile users, e.g., location-awareness. In spite of the fact that these applications are beneficial but they also pose confidential risks. For example, at the application layer there is no rule defined to separate user identity from its geo-location [93]. Therefore, new protocols are required to be preamed. The user information is vulnerable between MEC and cloud communication channels. Intercepting the communication stream, such as packet sniffing, will exploit location-based attacks on end devices.

2) Integrity: The MEC ecosystem incorporates multiple actors, such as end-users, service providers, and infrastructure providers [13]. This causes several security challenges. Cloud servers efficiently enable compute nodes to authenticate them to administrative servers in data centers due to isolated environments but is less suitable in an open environment. For example, MEC nodes under a multi-management domain will be difficult to share their identification with cloud servers. This scenario can cause several attacks, such as man-in-the-middle attack in which the attacker can authenticate themselves to the central cloud systems and later with end devices to steal their secret information.

3) Availability: Due to less isolated environment, MEC system may suffer Denial of Service (DOS) attacks that could be application- or packet-based [17]. On a single node, these attacks might not be much hazardous but if the correlative attacks occur simultaneously at multiple geo-locations, it can lead to serious implications. For example, compromised sensors in the industrial sector will make a ripple effect globally. Such attacks are difficult to mitigate, as MEC systems are directly connected to the end devices and there is no way of detecting malicious network activity.

1) Network Security: As the preponderance of various communication networks, such as mobile core networks or wireless networks, network security is a very important element in MEC environments. In the traditional network security environment, the network administrator defines network security policies which isolate network traffic. However, the deployment of MEC at the Internet edge, stresses the network management policy which may be vulnerable to various attacks, such as DOS which may damage MEC and cause useless heavy network traffic. This kind of attack is limited to MEC nodes and not much effective to the back-haul network since the back-haul network is more secured. Attackers can also launch traffic injection or eavesdropping attacks that can take over the network or a quantum of a network. Hackers hijacking the network stream can launch attacks to affect MEC system performance. Man-in-the-middle attack is likely to be effective when intercepting data communication. Attackers can successfully manipulate the data traveling from the cloud to the user and vice versa. It is difficult to mitigate such attacks because deploying and dropping virtual machines make it cumbersome to maintain the blacklist. Han et al. [94] proposed a measurement-based approach to prevent user connection with rogue gateways by observing the round-trip time between
the user and the DNS server.

2) Core Network Security: It should be noted that all edge paradigms may be supported by the core network and most of the core network security is enabled by mobile core networks or a central cloud. The security of cloud services is mostly managed by third party suppliers, such as Amazon, Microsoft and Google. However, it is not possible to completely rely on their security mechanisms. In addition, there is a high risk for user’s personal and sensitive information which can be stolen by malicious entities. Edge devices exchange information with each other and may bypass the central system’s security mechanism. This makes security vulnerable and hackable. This type of security issue will not affect the whole ecosystem and will be limited due to its decentralized nature. There is also a possibility of the system data to be changed and provide false information, if the services are hijacked. The level of this effect will be limited but may cause denial of services. If the core infrastructure is compromised then it can sabotage some elements of the core system. Core network elements that are compromised can disrupt the lower level infrastructure. Attackers may have full access to the information and may tamper the network data flow.

3) MEC Server Security: MEC at the edge comprises of several virtualized servers providing intelligent IT services. However, these services are liable to external security threats, for example, physical access to the data centre is less protected or guarded. Attackers breaching security channels can physically damage IT resources. This particular attack is limited to a specific geographical location and may not be very critical. Moreover, stream of information to and from the local scope of data centre can be stolen from malicious actors, such as users and ASPs. In addition, design flaws, configuration errors, insufficient security training or abusing one’s own privileges may be an alarming risk to the security of data center systems. Being newly preambled in the technology world, MEC lacks some security expertise for adequate system security. Once the login access has been granted to the MEC system resources, the attacker can abuse system integrity or can execute denial of service attacks, man-in-the-middle attacks, etc. The services are discontinued or interrupted as a result of such security breaches. Another security issue is the compromise of an entire data centre. In this type of attack, the whole data center is hijacked through a single or a combination of different attacks. The attacks might be privilege escalation or a fake infrastructure. A compromised data center has a large impact over geographical locations which may result in high scale damage.

4) Virtualization Security: In core mobile edge data centers, several network instances co-exist sharing network instances. If one resource is compromised, it can affect the whole virtualized infrastructure. An attacker may misuse and exploit system resources that have been conceded. Denial of Service (DOS) attacks are most likely to happen. MEC virtualized systems can completely drain the resources that serve computational, storage and network tasks. Users connecting to MEC virtual servers may face denial of requests and services. Furthermore, malicious antagonists can misuse virtual resources and not only affect the system itself but also IoT devices that are connected to it. For instance, any IoT device that is in the range of the radio network and is vulnerable can be hacked and sabotaged. One of the common security concerns is privacy leakage. Several APIs implemented in the MEC environment are responsible to deliver information of the physical and logical infrastructure. However, these APIs are most likely to be less protected against any malevolent activity. Several attacks can be escalated, e.g., malicious virtual machines hosted in a data center can advance to other virtual machines or other data centers. Users moving across different geographical locations can escalate such attacks to other MEC virtualized servers. The virtual machine itself, affected by an attacker, can become a hostile and launch attacks on other virtual machines hosted on the same system.

5) End Devices Security: End-user devices can potentially be harmful to affect some elements of the ecosystem. However, the impact could be narrow due to limited user device surroundings. User devices act as a carrier in a distributed environment. In addition, there could be rogue users that can intrude the system and perform some malicious activities. For example, they can inject false values or information to the system. A device can be reconfigured and set to send fake information, such as wrong surveillance camera information or incorrect data announcements by vehicles. Moreover, there are some scenarios where devices can participate in service manipulation. For example, any compromised device connected in a cluster environment can change and control services in that cluster.

B. Security Mechanisms

Security breaches may cause potential harmful problems within the system. Therefore, it is very important to implement appropriate security mechanisms and safeguard the MEC resources from any intrusion. In this subsection, we present existing security mechanisms for MEC.

1) Identification and Authentication: In a cloud computing environment, data centers are mostly hosted by cloud service providers, whereas in all edge paradigms, providers may be hosted by several providers depending on their choices. For example, cloud service providers may extend their IT services to the edge using existing infrastructures. MEC resource providers may differ with the extended cloud infrastructure and the end-user may want to use limited cloud resources depending on their budget and lease their resources in the local cloud. In order to integrate all these services, proper identification and authentication is required. Every entity in the ecosystem, such as end devices, virtual machine services, the cloud and MEC infrastructure service providers, and application service providers should be able to identify and mutually authenticate each other.

In [95], a user-friendly solution is introduced to provide a secure authentication in a local ad-hoc wireless network. The connected devices share only limited public information that enables them to exchange authenticated key protocols. Similarly, NFC also enables a secure authentication method in a cloudlet scenario [96]. NFC applications based on cloudlets enable authentication by NFC-equipped end devices. Moreover, it is also of prime importance to have a continuous
connectivity of user devices with their respected cloud servers. Stand-Alone authentication is introduced for a scenario if there is temporary disconnection between MEC and the cloud server [90]. If the connection is fragile then Stand-Alone authentication would be able to authenticate users with the cloud servers. With the evolution of biometric authentication, such as face recognition, eye recognition, and finger print, it will be very helpful to introduce biometric authentication systems in MEC.

2) Network Security Mechanisms: Network security is one of the prime concern for the MEC concept due to the predominance of the network infrastructure. Attackers are involved in launching attacks, such as man-in-the-middle and DOS to sabotage the network environment. Thus, it is very crucial to deploy a comprehensive security mechanism. Intrusion detection and prevention is an important prerequisite before designing the MEC infrastructure. Several network entities could be vulnerable to any threats, hence these entities should be monitored from internal or external threats. In such cases, the edge infrastructure should be in charge of monitoring its network and equally coordinate with surrounded and core networks. Intrusion Detection Systems (IDS) can be employed in the MEC data center to monitor and analyze system logs for any unauthorized access. It can also be employed at the MEC network side to detect and prevent the network from any attacks, such as man-in-the-middle attack, DOS and port scanning. A Cloudlet that is located at one hop away from mobile devices can efficiently be meshed to form a security framework to detect any intrusion [97]. Cloudlets can serve as a proxy for distant cloud servers in case of any unavailability issue due to certain attacks. Moreover, by implementing SDN, it is easy to reduce network cost and scale network resources. SDN can isolate network traffic and segregate malicious data. A proposed access control scheme based on OpenFlow is useful for multiple security requirements [98]. For example, having direct access to the network components will make it easier to monitor and detect any abnormal activity in the network traffic.

3) Virtualization Security Mechanisms: Virtualization technology is one of the foundation for the edge paradigm and thus it is of paramount importance to be secured. Malicious elements that get access to virtual servers may hijack the entire edge data center. Virtualized servers and their hosted physical servers can be protected through hypervisor hardening, network abstractions, and isolation policies [99].

4) Data Security: In an edge paradigm, user data is outsourced to the MEC server that gives access control to mobile users. This introduces some challenges, such as data integrity and authorization, for example, outsourced data can be modified or disappeared, and uploaded data can be accessed for malicious activity. Moreover, data owners and data servers possess dissimilar identities and business interests that make the scenario more vulnerable. Appropriate auditing methods can be used to audit data storage to confirm that data is properly resided in the cloud [100].

5) Data Computation Security: Securing data computation is another important issue that has to be addressed. There are two major aspects to secure any computation that is outsourced, including computation verification and data encryption. Verifiable computing allows the computing node to offload some functions to other servers that could not be trusted, but it enables the maintenance of the results that are verifiable. Other servers perform a check on the given function and confirm the correctness of computation. There should be a mechanism through which the user is allowed to verify computational accuracy. In [101], a verifiable computing protocol is proposed to return a computational-sound, non-interactive proof. Data encryption is another security mechanism. The data that is sent from user devices need to be protected and encrypted before outsourced to MEC servers. One of the popular services is keyword search which means to search keywords from encrypted data files. In [102], a statistical measuring approach is proposed to search through a secured searchable index. The index is secured through a one-to-many order-preserving mapping approach.

C. Privacy Issues

Due to close proximity to the end-user, privacy preserving, such as data, usage and location may be challenging in mobile edge computing. User privacy breaches may become worse if the attacker gains personal information, such as the credit card information, personal emails, etc. Data privacy or information privacy of the user have a risk of being accessed. It could be even worse if the attacker gets access to the user’s sensitive information.

Aggregation schemes, such as homomorphic encryption can enable privacy-preserving aggregation at gateways to secure user information [103]. An attacker may retrieve user information by learning the usage pattern of the user device while accessing MEC. For example, in a home smart-grid environment, meter reading, such as the presence and absence of the user at home and user in-house behavior can help the attacker to perform any malicious or criminal activities.

Non-Intrusive Load Leveling (NILL) has been introduced to encounter these types of issues [104]. However, it cannot be implemented in MEC environments due to untrusted third parties, e.g., the lack of a duplicate battery to perform NILL. One possible way to counter this kind of privacy is creating dummy tasks and performing multiple offloadings to different locations. This can therefore hide the original tasks by hiding behind these fake ones.

Another privacy issue is the user location. The Global Positioning System (GPS) is very useful for users to benefit from geo-location services. Mobile users use location-based services for GPS navigation. However, such services endure certain privacy issues, for example, users who share their location information with location-based services. The user device connected to the nearest MEC will give an indication to the attacker that which MEC location the compute device is near to, as shown in Figure 6. In order to secure location information, there are several ways to confuse the attacker. For example, the MobiShare system is a flexible and secure mechanism for sharing geo-location information and it has a good support for location-based applications [105].

Moreover, the edge paradigm in general, and MEC in particular can be used to improve the privacy level of certain
services, such as crowd sourcing. The state-of-the-art privacy solutions are not particularly suitable for crowd sourced location-based services. Abdo et al. [106] proposed a solution to deploy a crowd-sourcing platform in a trusted edge data center to protect the anonymity of the participants of certain location-based services.

VIII. OTHER OPEN ISSUES

As a recent technology platform, not much research has been specifically advocated to mobile edge computing. There are some issues in MEC that need to be addressed before its commercial deployments. This section discusses and identifies the open issues that are investigated by different researchers in the development of MEC.

A. Security

Security is one of the main concerns for technology advisors to secure MEC deployments. There are some security mechanisms that are applicable to MEC, as discussed in the previous section. However, there are still some issues that need proper research studies. For example, computational-intensive applications outsource their computation to MEC servers. Computation tasks are performed through wireless medium opening up the risk of intrusion. Moreover, different users connected to the common physical server also raise security issues [107]. The application data movement is possible through encryption and decryption strategies but it affects application performance.

B. Resource Optimization

Promoting cloud infrastructures to the network edge, MEC incorporates less resources than the cloud. Computational offloading is supported by applications and virtualized MEC servers. However, computational tasks carry extra overload due to heterogeneous processor architectures. For example, mobile smart phones have mostly ARM and x86 architectures, hence they need translation or emulation [108]. Therefore, an optimized solution for enhancing performance of intrinsic limited resources is required [109].

C. Transparent Application Migration

As mentioned previously, user applications are transported to MEC servers for execution. It is very vital to transparently migrate these applications for usability of delay-sensitive mobile applications, such as real-time applications [110]. Poor compute performance and delay in service provisioning deteriorate the emergence of mobile applications [111]. Application migration is a software level solution that can be achieved by proposing solutions to optimize cloud resources utilization at the edge [112].

D. Pricing

Mobile edge computing environments involve several actors that quote different prices for their services. These actors have different payment methods, different customer management models, and different business policies. Therefore, it raises several questions: i) what will be the mutually agreed price, ii) what will be the mode of payment, and iii) who will process customer payment. For example, a game application on the user device has to utilize cloud resources, the mobile network and game services. The user has to pay for the game which should be divided equally or as per mutual contract to all the entities involved. This can be argued that agreeing to the pricing may be difficult among different entities.

E. Web Interface

Currently, the interface used to access MEC and the cloud is the web interface which is not sufficient for user experience. The web interface is generally not designed for mobile devices and hence have compatibility issues. Generally, web interfaces are not suitable for MEC due to their overhead problem. Therefore, standard protocols are required for smooth communication between the user, MEC and the cloud. The latest version of HTML5 is designed specifically for advanced devices, such as mobile or smart phones. However, performance and test-based research is needed to make HTML5 ready for MEC.

F. Other Issues

Many issues are already discussed in previous sections, but in addition, there are some other issues which are also vital to strengthen the MEC framework. A comprehensive scientific research study is required to avoid any security issues that can damage the system.

- Openness of the Network: Mobile networks have complete authority over the network but in the case of MEC it will be very crucial to open the network for third party vendors due to possible security risks.
- Multiservices and Operations: ASPs, OTT, network vendors and content providers require access to MEC data centers. This scenario causes complexity for seamless integration with third-party services.
- Robustness and Resilience: Deploying resources at MEC is very important to enable robustness of MEC servers.
- Security and Privacy: User privacy and its data security may be exposed while integrating mobile services with MEC. Prior to the MEC deployment, there should be an assurance that the infrastructure is well protected.
Mobile edge computing has a great potential to be the future edge technology offering bandwidth, battery life and storage to the resource-constraint mobile devices. MEC trends to provide elastic resources at the end of the network towards applications demanding computational-intensive tasks with high bandwidth and ultra low latency, especially in 5G networks. MEC deployment can build an ecosystem involving third-party partners, content providers, application developers, OTT players, network vendors and multiple mobile operators. This paper has presented a thorough study on the recent research and technological development in the area of MEC and its application domains, research challenges and open issues.
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