Importance of climatological downscaling and plant phenology for red deer in heterogeneous landscapes
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Understanding how climate influences ecosystems represents a challenge in ecology and natural resource management. Although we know that climate affects plant phenology and herbivore performances at any single site, no study has directly coupled the topography–climate interaction (i.e. the climatological downscaling process) with large-scale vegetation dynamics and animal performances. Here we show how climatic variability (measured by the North Atlantic oscillation ‘NAO’) interacts with local topography in determining the vegetative greenness (as measured by the normalized difference vegetation index ‘NDVI’) and the body masses and seasonal movements of red deer (Cervus elaphus) in Norway. Warm springs induced an earlier onset of vegetation, resulting in earlier migration and higher body masses. Increasing values of the winter-NAO corresponded to less snow at low altitude (warmer, more precipitation results in more rain), but more snow at high altitude (colder, more precipitation corresponds to more snow) relative to winters with low winter-NAO. An increasing NAO thus results in a spatially more variable phenology, offering migrating deer an extended period with access to high-quality forage leading to increased body mass. Our results emphasize the importance of incorporating spring as well as the interaction between winter climate and topography when aiming at understanding how plant and animal respond to climate change.
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1. INTRODUCTION

Understanding how climate influences vertebrate populations has become a major challenge in ecology and management facing the recent climatic changes (Walther et al. 2002; Stenseth et al. 2003). Whenever climate affects dynamics of keystone species, it may easily lead to trophic cascades having an impact far beyond that particular species (Post et al. 1999). We know that both mean temperature and precipitation have increased and will likely increase further in the northern hemisphere (IPCC 2001). However, we have currently a rather poor understanding of how the overall mean averages may change due to local climate–topography interactions, the so-called climatological ‘downscaling process’, which actually determines the prevalent weather conditions at the scale of the plants and animals. This is a critical step in order to understand the impact of climate on ecological system, especially for systems involving migratory animals, such as those including large herbivores.

Climate introduces considerable temporal and spatial variations in plant quality (Chapin et al. 1995). Increased access to highly nutritious forage is generally regarded as the most important driving force in the evolution of migration in large herbivores (Fryxell & Sinclair 1988; Mysterud et al. 2001a). Even slight changes in plant quality may affect body growth of ruminants substantially. Feeding on high quality forage gives the ruminant both more energy and protein per time unit, but also more feeding time as less time is used for rumination. Thus more can be eaten of high quality, and this ‘multiplier’ effect represents a link between foraging ecology and demography of ruminants (White 1983). The vertical movement from a low elevation winter range to a high elevation summer range is a typical pattern of migration (Demarais & Krausman 2000; Mysterud et al. 2001a) assumed to be a strategy to increase energy intake in northern-temperate cervids. Plant phenology is a good proxy of plant quality, as young plants are generally of high nutritional value with low levels of secondary plant chemicals (Demment & Van Soest 1985; Van Soest 1994). A key mechanism linking plant development and herbivore performance is thus that a spatially variable plant phenology leads to a prolonged period with access to newly available, high quality forage. Trophic interactions are expected to be particularly important ecological processes affected by climate change (Schmitz et al. 2003). Specifically, the start of vegetation growth, which
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is assumed to be strongly determined by snow depth and spring conditions (Langvatn et al. 1996; Post & Stenseth 1999), is then regarded as the key period (Illius & O’Connor 2000) as herbivores have to recover from winter harshness and face the energetically most demanding period of lactation (Clutton-Brock et al. 1982).

Using 20 years of data on body mass of red deer (Cervus elaphus) from three populations inhabiting a topographically highly variable area along the west coast of Norway, timing of migration, and satellite derived data on plant vegetation dynamics (timing of greenness as assessed by the Normalized Difference Vegetation Index (NDVI); Justice et al. 1985) collected at the 64 km² scale covering the entire study area (about 65 000 km²), we explored in this study processes linking vegetation phenology and red deer body mass and migration patterns regarding local topography and climatic fluctuations (as measured by the North Atlantic Oscillation (NAO); Hurrell et al. 2003; Stenseth et al. 2003). More specifically, we (i) explored how climate and topography determined vegetation onset as assessed by satellite data in our study area. From previous work (Mysterud et al. 2001a,b), we expected topography to interact with global climatic conditions in winter determining the local snow conditions and thus the future onset of vegetation the following spring. Then we aimed at quantifying to what extent an early spring could

---

**Figure 1.** Yearly variation in the vegetation development represented as 10 days spatial averages in the NDVI over the study area and during the considered period (1982–2001, based on 1019 pixels).

**Figure 2.** The location of the study site (in bold) in Norway and the topographic variability within the study area, and the NDVI on the 1st of May in a year with a low and a high NAO in winter (NAOw) in years of early and late spring (assessed by the NAO in April).
Figure 3. The relationship between the winter NAO and (a) snow depth during March at high (above 700 m) and low (sea level) altitudes (predicted values from analysis in the electronic supplementary material, table 2) and (b) NDVI on the 1st of May the consecutive spring at high ($p=1$) and low ($p=0$) proportion of low altitudes (predicted values from analysis in the electronic supplementary material, table 3). (c) A schematic presentation of the results as it relates to the migration pattern of red deer in Norway.

affect (ii) body masses and (iii) migration departure date of red deer in Norway.

2. MATERIAL AND METHODS

(a) Data

The study area is the west coast in the southern part of Norway, encompassing the main distribution area of Norwegian red deer (Mysterud et al. 2001a). Three populations live in topographically variable habitats and were hence included in the analyses: Rogaland and Hordaland counties are referred to as population P1, Sogn and Fjordane as population P2, Møre og Romsdal and Sør-Trøndelag as population P3 (figure 2). A detailed description of the study area is given elsewhere (Mysterud et al. 2001a,b).

(i) Climate data

As an index of global winter and spring climate, we used the NAO (Hurrell et al. 2003; Stenseth et al. 2003) index for winter (Dec–Mar) and April. Data on snow depth, precipitation and temperature were obtained from 123 meteorological stations along the west coast of Norway through The Norwegian Meteorological Institute, Oslo. The average length of the time series was 25 years (range 10–28).

(ii) Topographic data

Data on municipality borders were retrieved as vector data, while data on altitude (in a terrain model) were obtained as raster data with a resolution of 100×100 m (Mysterud et al. 2001a). We obtained all other spatial information from the National Mapping agency of Norway (Statens Kartverk) in a format that was used directly in a Geographical Information System (GIS; ESRI 1996). Topographic variables linked to red deer performance were calculated at the municipality scale and are described in detail elsewhere (Mysterud et al. 2001a).

(iii) Vegetation data

Data collected by the National Oceanic and Atmospheric Administration satellites have recently been made available to ecologists (http://eosdata.gsfc.nasa.gov/). From these, NDVI values (ranging from −1 to 1; Justice et al. 1985; Chapin et al. 1995) have been produced from visible and near-infrared reflectance measurements (NDVI=(NIR−RED)/(NIR+RED), where NIR is the Near InfraRed light reflected by the vegetation, and RED the Red visible light reflected by the vegetation). The spatial scale of resolution (pixel size) is 64 km² and a NDVI value is available for the entire study area on a 10-day basis, from the 13th of July 1981 to 21st September 2001. NDVI has already been described as a good measure of the greenness in spring, we chose to use NDVI on the 1st of May, body mass on the 13th of July, and snow depth on the 1st of May (which is the average date of vegetation start in the study area over the 20 years considered; figure 1, Albon & Langvatn 1992), the average date in Europe being the April 23 (Chmielewski & Rötzer 2002). Other measures (for example the slope from the 1st of May to the 21st of June) were highly correlated and provide a similar conclusion.

Combining information on topography and vegetation was done through a tessellation procedure (http://arcscripts.esri.com) in GIS (ESRI 1996) obtaining a network of 1019 polygons. By using overlays, we calculated the different spatial covariates of topography for each vegetation polygon. We calculated for each polygon the proportion of ‘low’ altitude habitats between 0 and 700 m (approximate tree line in the study area; Mysterud et al. 2001a). We used the geographic longitude to estimate for each vegetation pixel the distance to the coast.

(iv) Red deer data

We used a subset of the red deer data relative to previous studies (Mysterud et al. 2000; 2001a,b) covering the period 1982–2001, this being the period covered by the NDVI data (see below). This includes 12 046 male and 10 223 female red deer (>1 yr old) harvested between September 10 and November 15 in 94 Norwegian municipalities. For each individual, sex, age, date, location (municipality) and dressed body mass are known (Mysterud et al. 2001a). Moreover, between 1983 and 1999, 28 females (>1 yr old) belonging to two different winter range areas near the Trondheim fjord (Population ‘P3’: winter range area 1:63.38 N and 8.75 E, winter range area 2:63.46 N, 9.50 E) were radio-monitored from February to November in order to study migration patterns. Sixty-one migration events were monitored during this period. For each event, it was possible to estimate the date of the first fix where the individual was located out of its winter range (checking that the following fixes were also out of the winter range).

(b) Statistical analyses

(i) General approach

We used linear mixed models (LME; Pinheiro & Bates 2000) to analyse variations in snow depth, temperature and precipitations in April, NDVI on the 1st of May, body mass of female and male red deer and migration date, after initial use of additive models (AM; Pinheiro & Bates 2000) with smoothing splines to explore possible non-linear relationships. Polynomials were chosen for modelling non-linear relationships. Since the year 1996 came out as an outlier in previous analyses (Mysterud et al. 2001a,b), it was excluded, the effect of the winter-NAO being then modelled as linear. All statistical analyses were performed in the statistical package SPlus (Pinheiro & Bates 2000) vs. 6.0.

In order to facilitate the interpretation of polynomial terms and assess interactions between two continuous predictors, variables were standardized (mean 0, variance 1; Mysterud et al. 2000). Furthermore, only multiplicative terms were considered for defining interactions.

The data are covering quite a wide geographical range (see §2a), and areas close to each other may be more similar than those far apart (i.e. spatial autocorrelation). Ignoring positive spatial autocorrelation in residuals may lead to too small confidence intervals. Spatial models such as geostatistical models are recommended in such cases and were used; however, in our cases (i.e. large data sets and complex models), this procedure did not work because of convergence problems and thus unreliable estimates. We thus accounted for spatial autocorrelation among residuals from the retained LME models by performing spatial bootstrapping (Efron & Tibshirani 1993; Lahiri 2003). Due to some imbalance in the sampling design (we do not have data every year for all municipalities, the smallest spatial unit), we grouped data into spatial blocks (see electronic supplementary material, figure 1A) to provide reliable estimates for all years. The size of blocks was chosen to fit the observed autocorrelation structure of the residuals. Varying the number of spatial blocks considered did not affect the presented results. Similarly, temporal effects of individual years (e.g. effects of
the NAO) should be based on bootstrapping years too, since consecutive years may be more similar than those far apart (i.e. temporal autocorrelation). We therefore used a bootstrapping procedure based on spatial blocks in a given year (i.e. a spatiotemporal bootstrapping). A total of 500 bootstrap samples were used.

(ii) Climate
We expected topography and global climatic conditions in winter to interact in determining snow depth. For snow depth modelling, we thus updated a former analysis of snow depth (Mysterud et al. 2000) as a function of the winter-NAO, altitude, degree of latitude and degree of longitude with LME (and year as random effect). The need for transformation of snow depth was assessed using the Box–Cox transformation (and year as random effect). The need for transformation of all factors reported below were significant, and the detailed results are presented in the electronic supplementary material, tables 2 and 3.

Interactions between NAO in winter and the proportion of low-altitude habitats are presented in table 1, while detailed results of both analyses are presented in the electronic supplementary material, table 1.

Table 1. Relevant factors influencing (a) snow depth, (b) NDVI for the 1st of May, body mass of adult (c) female and (d) male red deer, (e) date of migration start.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Biological interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) snow depth</td>
<td></td>
</tr>
<tr>
<td>altitude</td>
<td>more snow with increasing altitude</td>
</tr>
<tr>
<td>NAO in winter×altitude</td>
<td>less snow depth with higher NAO-values during winter at low altitude, while more snow at high altitude</td>
</tr>
<tr>
<td>(b) NDVI—greenness</td>
<td></td>
</tr>
<tr>
<td>NAO in winter×proportion of low-altitude habitats</td>
<td>greenness is delayed with high NAO-values during winter at high altitude, but less so at low altitude</td>
</tr>
<tr>
<td>NAO in April×proportion of low-altitude habitats</td>
<td>greenness is delayed with high NAO-values during April at high altitude, but less so at low altitude</td>
</tr>
<tr>
<td>(c) body mass adult female red deer</td>
<td></td>
</tr>
<tr>
<td>NAO in winter</td>
<td>high NAO-values during winter corresponds to higher body mass</td>
</tr>
<tr>
<td>NDVI (yearly)</td>
<td>early vegetation start in a year corresponds to higher body mass</td>
</tr>
<tr>
<td>NDVI (spatial)</td>
<td>early vegetation start in one place comparing to others corresponds to higher body mass</td>
</tr>
<tr>
<td>(d) body mass adult male red deer</td>
<td></td>
</tr>
<tr>
<td>NAO in winter</td>
<td>high NAO-values during winter corresponds to higher body mass</td>
</tr>
<tr>
<td>NDVI (yearly)</td>
<td>early vegetation start in a year corresponds to higher body mass</td>
</tr>
<tr>
<td>NDVI (spatial)</td>
<td>early vegetation start in one place comparing to others corresponds to higher body mass</td>
</tr>
<tr>
<td>(e) migration date</td>
<td>migration begins earlier when vegetation greenness starts earlier in the winter range</td>
</tr>
</tbody>
</table>

To interpret NAO in April variations, we modelled temperature and precipitation in spring as a function of latitude, altitude, and NAO in April with LME (and year as random effect). Biological interpretations of results are presented in table 1, while detailed results of both analyses are presented in the electronic supplementary material, table 1.

(iii) NDVI—1st of May
In order to model the vegetation start in Norway based on satellite data, we considered all the available variables and interactions expected to affect vegetation onset (winter climatic conditions, topography, spring climatic conditions). This first step was crucial in order to check the reliability of our remote sensing proxy, by confirming expected patterns. The vegetation start is expected when the NDVI turns positive (Justice et al. 1985). Initial screening of the NDVI data showed that variation in greenness was adequately modelled using variation on the 1st of May. Model selection and the use of Akaike’s Information Criterion (AIC; Burnham & Anderson 1998) were in this case non-adapted as no a priori small set of models was available. Our main goal is in effect to use a biologically reasonable model to estimate the strength of the main effects and their interactions. We accordingly determined the relationship between the NDVI and the NAO in winter, latitude, distance to the sea, diversity of altitudes, diversity of aspects, and the proportion of altitudes between 0 and 700 m. We also included the NAO in April (r=0.11 from 1982 to 2001 for NAO winter vs April), as spring conditions are highly important for early plant growth (Langvatn et al. 1996; Post & Stenseth 1999). Interactions between NAO in winter and the proportion of low altitudes or the distance to the coast were expected to affect vegetation start from previous studies (Mysterud et al. 2001a,b). Interactions between spring conditions and geographical position were also considered, as did the interactions among spatial variables (which allowed more complex spatial patterns in plant phenology to be accounted for). We here present estimates from the spatial bootstrapping considering 500 bootstrap samples and 29 spatial blocks. Varying the number of blocks (from 16 to 73) did not affect the presented results.

(iv) Red deer body mass
To explore to what extent an early spring might affect body masses, we simply added NDVI in the 1st of May at the municipality scale as a covariable within the already known model describing body mass variations of red deer in Norway (Mysterud et al. 2001a, Yoccoz et al. 2002). As previously described (Mysterud et al. 2001a, Yoccoz et al. 2002), body mass was thus ln-transformed to stabilize the variance. Because the relationship between age and body
mass is markedly different in males and females (as well as their interactions with other factors), we replicated the analysis by sex. For females, we used age categories 1, 2, 3, 4 and 5–19 years, as female weight is stable until 20 years of age when they reach prime-age at 5 years of age (cf. Mysterud et al. 2001c). We excluded females aged 20 years or older due to low sample size and senescence at this stage. Males cannot be modelled the same way, since they do not have a stable weight during prime-age. Rather they grow fast until prime-age is reached (and later than for females), and then they decrease in weight with age (before and faster than females). Since the increase in weight with age before prime-age is fast, while the decrease in weight with age after prime-age is comparably slower, we modelled male age as a sixth order polynomial (Yoccoz 2002). A symmetrical second order polynomial is insufficient in capturing these necessary details (see Yoccoz et al. 2002 for further biological reasons for these choices), but the 6th order polynomial does not appear ‘complex’—it is also a bell-shaped curve—but that is not symmetrical (cf. Yoccoz et al. 2002). The current analyses include only years 1982–2001 for which the NDVI was available and only for the three topographic heterogeneous populations (P1–3; Mysterud et al. 2001a,b). Our starting point was thus the model retained in a previous study (Yoccoz et al. 2002). We then added population specific averages for NDVI on 1st of May, and the spatial residual, which was the municipality (local) minus population yearly average, as well as interaction terms with population.

We present estimates from the spatial bootstrapping considering 500 bootstrap samples and 14 spatial blocks, although the results from the simple LME are the same (estimates and confidence intervals), as no spatial autocorrelation among residuals was found.

We included all covariates known to affect body mass, in order to reduce possible bias due to imbalanced sampling design. Fitting too complex a model generally results in estimates with lower bias but lower precision. Since avoiding bias is a more important issue than precision in observational studies (Rosenbaum 1995), we thus included several covariates that may or may not significantly affect body weight, but that nevertheless may help avoid bias. This approach may thus be considered as a conservative approach, as it lowers power in testing. In order to demonstrate the robustness of our approach (i.e. that the results are not dependent on inclusion of a large number of covariates), we fitted also a much simpler model (only four terms (age, density, population and distance from the coast) in addition to the ones related to the NAO and NDVI): the parameter estimates were similar to those obtained on the basis of the more complex model. Therefore, the presented results are not sensitive to other factors being included— and we can certainly say that those included are biologically important.

(v) Red deer migration

To explore the relationship between the starting date of the spring migration and the greenness (indexed by NDVI value in the winter area in the 1st of May) we used LME (with individual as random effect). Data were derived for 2×6 pixels encompassing the two red deer winter ranges. For each year the relative NDVI value in the 1st of May per winter range according to the average NDVI value during the sampled years in both sites was determined.

3. RESULTS

Spring conditions were the main determinant of the vegetation onset. High temperature in April directly led to an early greenness on 1st of May (table 1). The greenness was earlier in the lowland, near the coast and at low latitude, as would be expected from the spatial pattern of temperature variation at this time of the year along the west coast of Norway (figure 2). Indirect effects of winter harshness on vegetation onset were also reported, which confirm previous results (Mysterud et al. 2001a). Winter-NAO interacted with local topography in determining patterns of spatial snow accumulation (figure 3a; see electronic supplementary material, table 2). An increasing winter-NAO index is correlated with higher temperature, but also more precipitation (Hurrell et al. 2003). Temperature decreases with altitude, and is a main determinant of whether precipitation falls as rain or snow. As coastal winter temperatures are often around 0°C, there was a negative correlation between the winter-NAO and snow depth in March at low altitude, but a positive correlation at high altitude (figure 3a,c). The NDVI in May was accordingly more delayed with increasing altitude following high NAO winters than following low NAO winters (figure 3b,c). Due to this contrasting effect of the winter-NAO on snow accumulation at high and low altitude, no overall effect of the winter-NAO on spring phenology across all sites was found, but a strong interacting effect with altitude was evident. Also, the indirect effect of the winter-NAO on NDVI was more pronounced along the coast than in the inland, as would be expected since the winter-NAO has a weaker influence on weather when approaching the eastern parts of Norway.

Early vegetation start had then a positive effect on red deer condition in the subsequent autumn (table 1; see electronic supplementary material, figure 3A). The effect of annual variation in the NDVI was the same for all three populations. An increase from 0 to 0.5 in NDVI on 1st of May between years could generate a 4 kg increase in a 2–year-old female under ‘average’ conditions (around 8% increase), while an increase in the NAO in winter from –2 to 4 generated a 2 kg or ~4% increase in body mass. The effect of spatial variation in NDVI (within populations) was positive and similar for populations ‘P1’ and ‘P2’ in both males and females, while there was no significant effect in population ‘P3’.

Finally, an early onset had a positive effect on the start of red deer migration (t = −3.53, df=32, P < 0.001, R²=0.19). Depending on the NDVI value within the winter range, the starting date of migration would in our study area vary up to 20 days (see electronic supplementary material, figure 2A).

This provides to our knowledge the first explicit link of how a climatological downscaling process affects the biology of animals (but see discussion in Mysterud et al. 2000).

4. DISCUSSION

The clearly most novel insight from our study is that topography–climate interactions, i.e. the climatological downscaling process, introduces a spatially variable phenology affecting performance and behaviour of red deer. The only (albeit quite remotely) similar finding...
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is the famous one in the Serengeti showing that non-synchronous greenness affects herbivore migration. In the Serengeti, migratory herds of ungulates move over ‘vast’ geographical regions, following a rainfall gradient affecting plant quality in different seasons (McNaughton 1990). In contrast, at northern latitudes, plant quality gradients determine migration and herbivore body mass within the same geographical region due to the climate–topography interface in heterogeneous landscapes: in our study area, spatial asynchrony in phenology results from topography–climate interactions at the scale of a few km. The current climate models used by IPCC (Climate Change 2001) refer to global means and variability of climate; however, the ‘downscaling’ process at which the ecological processes are operating is critically influenced by climate–topography interactions—of the kind reported in our paper. Here we explicitly show that any temporal variation in the average climatic variables could have profoundly different consequences for vegetation dynamics or ungulate performance according to the location and the topography of the considered area. Our study demonstrates thus the importance of the exploration of climate change impacts at lower scales (i.e. the ‘downscaling process’), and will therefore be of great importance for understanding critical ecological processes relating to climate change (Gosz & Sharpe 1989; Stenseth et al. 2002).

Our study is also the first one to couple long-term, high-quality data on wild herbivore population dynamics at a large spatial scale with long-term vegetation dynamics data and climate. Most of the causal links between plants and herbivorous mammals presented here are known. Earlier studies have generally relied on time-series data on the phenology of single plant species (Albon & Langvatn 1992; Post & Stenseth 1999): the problem with those kinds of studies is the local scale of the series that are often not from the same area, which prevent taking fully into account this large spatial variation characterizing the vegetation dynamics features demonstrated in this study.

Previous work in that study area had already shown that 1—the percentage in crude protein in red deer forage was maximal in spring, at high altitude and at high distance from the coast and 2—that the percentage in crude protein affected directly red deer body mass (Albon & Langvatn 1992). Here we show that 1—NDVI in the winter area determined migration start to higher altitudes 2—that NDVI affected directly and positively red deer body mass. Seen together, satellite derived NDVI data thus constitute an excellent proxy to monitor vegetation quality dynamics at a large spatial scale, both confirming obvious patterns with a later start at high altitude and latitude, while revealing also mechanistic links between climate and plants (Justice et al. 1985; Chapin et al. 1995; Myneni et al. 1997; Lenart et al. 2002). Previous studies have underlined the interest of remote sensing data in global ecology and climatic change problems (Kerr & Ostrovsky 2003). Here we demonstrate also the interest of those kinds of data in population dynamics and management.

Resource management is often falling short of predicting even short-term population changes, because they fail to account for climate. Management plans are usually updated with a short time horizon where climate often is more important than slower density changes for population changes. Clearly, knowing this year’s winter-NAO will able managers to predict following autumn body weight ( ~2 kg or ~4% weight increase resulting from an increase in the winter NAO from ~2 to 4 in a 2-yr-old female under ‘average’ conditions), while the next year winter-NAO can be predicted correctly with a probability of 0.45 (Hurrell et al. 2003). The use of NDVI dramatically increases the predictive potential ( ~4 kg or ~8% weight increase resulting from an increase in the NDVI from 0 to 0.5). Such weight changes will have a major impact on population dynamics, as a 1 kg ( ~2%) increase in weight increase the proportion of female calves surviving by 0.13 (Loison et al. 1999) and the proportion of primiparous females ovulating by 0.07 (Langvatn et al. 2004). The longer-term periodicity of the NAO (such as decadal scale oscillations) has been more difficult to predict (Hurrell et al. 2003). However, most climate models simulate significant increases in the NAO in response to increasing concentrations of greenhouse gases—suggesting an increase of average to about 4 year 2050 (Hurrell et al. 2003). Future scenarios will likely be strongly influenced by changes in other factors such as population density and land use as well, but this provides a promising starting point for managers in foresee population performance in a not so far future subject to climate change.
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