
Software Development
• New software was developed in order to 

play back data from the MoCap Toolbox in 
real-time. The software allows scrubbing 
back and forth in the recording, as well as 
setting loop marks and adjusting tempo. All 
synchronised with the sound recording. 

• The application uses Max for visualisation.

• The software with a demonstration video is 
available at the fourMs website: 
http://fourms.uio.no/software/mcrtanimate

Background
Chunking by goal-points
• Music-related motion, like other perceptual 

input, is processed as chunks, meaning 
discrete, holistic, perceptual units.

• Godøy [2011] proposed a model where 
chunking of music-related motion is done 
by goal-points. The goal-points resemble 
impulses on a timeline, and the trajectories 
between the goal-points resemble the 
convolution of these impulses by the  
impulse response of a filter:   
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Data
Data
• A data set consisting of motion capture  

recordings of people’s spontaneous move-
ment to short musical excerpts was  
analysed. Markers were placed on the right 
wrist, elbow, shoulder, and neck of each 
subject, and they were instructed to move 
the way the music compelled them to. 

• The data was processed in the MoCap 
Toolbox by Petri Toiviainen [2011].    

Benchmarking
• Segmentation points were set manually by 

visually inspecting the mocap recording and 
listening to the sound file  related to the re-
cording.  A model of segmentation by goal-
points was kept in mind for the segmenta-
tion process. The manual segmentation was 
done by one of the authors before the auto-
mated segmentation process was designed.

• Because of the tideous process of manually 
setting segmentation marks, only 10 record-
ings were used.

Segmentation Methods

Automated approach 1 & 2:
• 

Automated approach 3:
• The windowed acceleration approach  

uses a   version of  
the acceleration data.

• Segments are extracted by looking at the 
slope of the resulting acceleration curve:

• Start-point of a segment is marked when the 
signal is above a threshold and starts to rise.

• Goal-point is set when the signal stops rising.
• End-point is set when it stops falling.
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Move 3 adjacent windows (forward, middle, 
back) across the xyz position streams.
Repeat the following until end of stream:
  - Difference between distributions of
 forward and middle window: D1
  - Difference between distributions of
 middle and back window: D2
  - Change in the difference: |D1 – D2|
  - Aggregate the change in all coordinate
 streams as a sum, and compare 
 against a threshold.
 - If the change is beyond the threshold,
 mark the start of a new segment. 
 Move windows forward to the end of
 old windows. Otherwise, move the 
 windows by one frame.
The differences in distributions (D1 and D2) 
are calculated using:
  - Method 1: KL-divergence
  - Method 2: Mutual Information
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Conclusions
Methods 1 and 2 are more computationally 
expensive than method 3. It is therefore 
interesting that the results are so similar. 
In future experiments we will look at mocap 
data where the segmentation is intentional, 
in order to have a stronger “ground truth” to 
compare our results against. 
We will also look more systematically at 
different types of motion (jerky/smooth) and 
see whether some methods are better at 
extracting certain actions.

• 

• 

True positives/(True positives+False positives)

True positives/(True positives+False negatives)

True positive: an automatically found 
segmentation mark that lies close to 
a true mark.
False positive: an automatically found 
segmentation mark that does not lie 
close to a true segmentation mark.
False negative: a true segmentation mark 
without a corresponding automatically found 
segmentation mark.
Closeness is defined as +/- 40 frames.


