Relative dispersion observations and trajectory modeling in the Santa Barbara Channel
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[1] Relative dispersion statistics and related Lagrangian parameters, not well observed in coastal regions, are obtained from in situ surface drifter observations and presented in the context of Lagrangian stochastic models. Clusters of GPS tracked surface drifters, with initial horizontal spacing of 5–10 m, were repetitively deployed in the Santa Barbara Channel from July 2004 to June 2005. The drifters sampled their position every 10 min for 1–2 days. Mean square pair separation distance, or relative dispersion, increases approximately exponentially in time during the first ~5 h of sampling (e-folding time of 0.9 h). Thereafter, the dispersion increase is approximately quadratic in time. Large error bars on the observed mean dispersion, and higher-order Lagrangian statistics that are not clearly supportive of the aforementioned dispersion curves, indicate uncertainty. The mean square relative (separation) velocity shows near-linear growth with pair separation distance, extending from 0.3 to 85 cm s\(^{-2}\) over length scales from ~8 m to 2.2 km. The observed length scale dependency in square relative velocity is investigated in a Lagrangian stochastic model (LSM) for a cloud of particles. Modeled dispersion agrees with observations only when the velocity scale for the sub-grid scale random normal deviate in the LSM (typically a constant) is length scale dependent, and takes into consideration the observed scaling. Occasional large (>25 cm s\(^{-1}\)) discrepancies in grid-scale velocities between drifters and HF radar cause general disagreement in distributions of ending positions of LSM trajectories when compared with Lagrangian observations.


1. Introduction

[2] Knowledge of transport pathways, or particle trajectories, in the coastal ocean is necessary for addressing a wide range of applied oceanographic problems that include connectivity among marine protected areas (MPAs), determining the origin or fate of contaminated waters, and for search-and-rescue activities. For example, trajectories derived from numerical simulations [Mitraei et al., 2009] were considered during the process of determining an optimum Southern California MPA network. Search-and-rescue operations typically rely on surface current trajectories determined from a combination of both real-time and historical observations, numerical model simulations, and Lagrangian stochastic models (LSMs).

[3] Coastal circulation observations and modeling efforts have recently expanded in response to health, safety, and economic concerns. High frequency (HF) radar observations that provide time and space averaged maps of surface currents from the coast to roughly 150 km offshore are presently available for many coastal regions [Kim et al., 2011]. Spatial resolution of HF radar surface currents ranges from ~1 to 10 km. LMS can be used with Eulerian HF radar surface current maps to determine trajectory information in the coastal ocean [e.g., Spaulding et al., 2006]. However, little is known about turbulent processes that act on scales smaller than resolved with HF radar, scales of a few kilometers and less.

[4] Dispersion in the coastal ocean can be considered in both Eulerian and Lagrangian reference frames. In the Eulerian view, the temporal evolution of the spatial distribution of the statistical moments (mean, variance), or probability density function, of a concentration field is analyzed. The time (~) evolution of the concentration field (C) is generally modeled as an advection-diffusion process

\[
\frac{\partial C}{\partial t} = -U \cdot \nabla C + \nabla \cdot \left( K \cdot \nabla C \right),
\]
where $U$ is the large-scale velocity vector, and $K$ is a diffusivity coefficient tensor typically used to parameterize the turbulent processes [Taylor, 1922]. Significant inhomogeneities in $K$ can exist in coastal regions, and arise from a number of factors including variable bathymetry and coastline shape [Svensson and Nilssen, 1996]. Furthermore, the formulation assumes scale separation that is not necessarily valid [Davis, 1987]. The classic advection-diffusion model may not be optimal for applications in coastal circulation.

[5] Particle transport in the Lagrangian view is due to advection by $U$, and to a sub-grid scale velocity associated with processes not contained in $U$. The basic assumption of the auto-regressive order-one LSM is that sub-grid scale variability is not white noise but contains a colored component due to autocorrelation in time. Auto-regressive order-one LSMs have been used to model the unresolved velocity variability for computation of particle trajectories in the open ocean [Griffa et al., 1995; Veneziani et al., 2004], coastal ocean [Ullman et al., 2006] and the atmospheric boundary layer [Wilson and Sawford, 1996].

[6] Particle pairs in turbulent flows separate, on average, in time; and the rate of separation generally depends on pair separation distance itself [e.g., Richardson, 1926; Batchelor and Townsend, 1953; Bennett, 1984; Babiano et al., 1990; LaCasce, 2008]. In the order-one LSM, particles move independently of one another. Thus, in most situations, the LSM does not simulate the relative motion of particle pairs (stochastic models for particle-pair dispersion are described by Sawford [2001], and references therein). However, since the spatial variance of a cloud of particles is formally related to the mean square separation velocity of particle pairs in the cloud [e.g., LaCasce, 2008], LSMs can be used to simulate cloud dispersion.

[7] In a number of recent studies, single-particle LSMs are used for coastal circulation applications. For instance, the LSM described by Paris et al. [2007] increases the accuracy of larval dispersal distance estimates. Ullman et al. [2006] show an improvement in predicted search area with trajectories determined from a LSM. These studies indicate successful application of LSMs despite uncertainty in model parameters assumed. The studies obtain sub-grid scale velocity quantities from Eulerian model output on a $2 \times 2$ km grid, and instantaneous differences between drifter and HF radar velocities. Two-particle stochastic models have not yet been employed in such applications. Thus, it is unknown whether enhanced representation of turbulent pair separation in such models can improve agreement with dispersion observations.

[8] This study presents relative dispersion quantities in the coastal ocean observed over spatial scales from roughly 5 m to 2 km. Measurements at these scales are scarce. The observations can help improve sub-grid scale parameterizations in ocean models. The data are then used to investigate whether enhanced representation of turbulent pair separation in a LSM can improve agreement with dispersion observations. Both the LSM form and empirical model parameters are considered. Drifting buoy observations collected in the northern Santa Barbara Channel (SBC) are the basis of the study. The instrumentation, deployment scheme, and data processing methods are described in section 2. Also presented in section 2 is the LSM used to model relative dispersion, and associated model parameters. Results that include drifter observations; relative dispersion values; empirically determined LSM parameters; and the sensitivity of modeled dispersion to various forms of the LSM, its parameters, and their scalings are presented in section 3. These results are discussed in section 4, and conclusions are given in section 5.

2. Methods

2.1. Drifter Data

[9] Position data are recorded with Microstar drifters, manufactured by Pacific Gyre Corporation (Oceanside, CA) specifically for use in coastal regions [Ohlmann et al., 2005]. Drifters record their position every 10 min using the Global Positioning System (GPS), and transmit their data in near real-time using the Iridium satellite data network. The drifters comprise a corner-radar-reflector type drogue attached to a surface float housing the electronics. The drogue is ~85 cm across and is centered at a depth near 1 m. The surface float is ~20 cm in diameter giving a drag-area-ratio >41 [Nilter et al., 1995]. Microstar drifters follow horizontal motion of water to within 1 to 2 cm s$^{-1}$, and experience vertical shears of 1 to 2 cm s$^{-1}$ from the top to bottom of the drogue [Ohlmann et al., 2005].

[10] A total of 65 drifters were deployed in groups of three or more during 21 July 2004 to 27 June 2005 (Table 1 and Figure 1). Drifters within each group were deployed with 5–10 m spacing. Drifters were typically deployed between 0800 and 1100 (local time). The experimental plan called for drifter to be retrieved just after 24 h of sampling. Boat availability and boating range limitations ultimately gave rise to drifter tracks that sampled over a broad range of times (Table 1 and Figure 2). Two groups of drifters were often deployed on the same day at different locations to sample multiple flow structures. Attempt was made to choose launch locations that would result in observations of the different flow features that characterize the northern SBC. Roughly half the groups were deployed shoreward of the 100 m isobath where the circulation can differ dramatically from that farther offshore [Dever et al., 1998].

[11] Data processing involved removing positions with poor GPS fixes (amounting to less than 1% of the observations) and linearly interpolating to a regular 10-min time interval. Occasional missing position records were not filled by the interpolation. Velocity at each drifter position was computed using centered differences of positions (first differences at endpoints and data gaps). Water depth from the NOAA National Geophysical Data Center 3 Arc-Second Coastal Relief Model was interpolated to drifter position data.

2.2. Relative Dispersion

[12] Relative dispersion is directly computed from drifter pairs as the time dependent mean square pair separation defined as

$$D^2(t) = \frac{1}{n} \sum_{i \neq j} (x_i(t) - x_j(t))^2,$$

where $x_i(t)$ gives the time dependent vector position of drifter $i$, and the sum is over all possible drifter pairs, $n$, deployed in a group with initial spacing between 5 and 10 m.
Each deployed drifter triplet yields three pairs that are treated independently in the calculation of $D^2(t)$. Independence is assumed to maximize the number of drifter pairs used in computing statistics. Mean time dependent relative dispersion quantities computed separately for the eastward and northward directions are not statistically distinct given the sampling error. The observed mean relative dispersion is thus treated as isotropic, presented as a scalar magnitude, and subsequently indicated as $D$. Separation distance between drifters $i$ and $j$ is subsequently indicated as $D_{ij}$, and mean separation distance computed over all available drifter pairs is subsequently indicated as $D$.

### 2.3. Mean Square Relative Velocity

[13] The separation velocity of particle pairs undergoing relative dispersion can accelerate as particle separation distance increases. This dependence is explored with the square relative velocity vector between drifters $i$ and $j$, $\delta v_{ij}^2(t)$

$$\delta v_{ij}^2(t) = \left(\frac{dD_{ij}}{dt}(t)\right)^2,$$

### Table 1. Drifter Deployment Characteristics

<table>
<thead>
<tr>
<th>Deployment</th>
<th>Start Date</th>
<th>Sampling Time</th>
<th>Deployment Location</th>
<th>Average Speed</th>
<th>Speed Standard Deviation</th>
<th>Normalized Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>7/21/2004</td>
<td>29.1</td>
<td>34.34, 119.61</td>
<td>9.0</td>
<td>5.4</td>
<td>0.60</td>
</tr>
<tr>
<td>1b</td>
<td>7/21/2004</td>
<td>44.2</td>
<td>34.33, 119.84</td>
<td>29.6</td>
<td>11.9</td>
<td>0.40</td>
</tr>
<tr>
<td>2a</td>
<td>7/26/2004</td>
<td>33.1</td>
<td>34.34, 119.61</td>
<td>26.2</td>
<td>12.3</td>
<td>0.47</td>
</tr>
<tr>
<td>2b</td>
<td>7/26/2004</td>
<td>45.1</td>
<td>34.28, 119.78</td>
<td>14.3</td>
<td>4.7</td>
<td>0.33</td>
</tr>
<tr>
<td>3a</td>
<td>8/16/2004</td>
<td>38.6</td>
<td>34.34, 119.61</td>
<td>12.7</td>
<td>7.4</td>
<td>0.58</td>
</tr>
<tr>
<td>3b</td>
<td>8/16/2004</td>
<td>33.9</td>
<td>34.28, 119.78</td>
<td>22.9</td>
<td>13.0</td>
<td>0.57</td>
</tr>
<tr>
<td>4a</td>
<td>10/26/2004</td>
<td>5.2</td>
<td>34.39, 119.83</td>
<td>41.4</td>
<td>12.3</td>
<td>0.30</td>
</tr>
<tr>
<td>4b</td>
<td>10/27/2004</td>
<td>60.0</td>
<td>34.33, 119.85</td>
<td>32.7</td>
<td>14.8</td>
<td>0.45</td>
</tr>
<tr>
<td>5</td>
<td>11/17/2004</td>
<td>23.6</td>
<td>34.30, 119.93</td>
<td>19.9</td>
<td>6.2</td>
<td>0.31</td>
</tr>
<tr>
<td>6</td>
<td>12/9/2004</td>
<td>23.6</td>
<td>34.33, 119.82</td>
<td>39.4</td>
<td>8.2</td>
<td>0.21</td>
</tr>
<tr>
<td>7</td>
<td>1/31/2005</td>
<td>45.6</td>
<td>34.23, 119.86</td>
<td>15.0</td>
<td>6.7</td>
<td>0.44</td>
</tr>
<tr>
<td>8</td>
<td>2/24/2005</td>
<td>6.4</td>
<td>34.31, 119.82</td>
<td>60.4</td>
<td>6.7</td>
<td>0.11</td>
</tr>
<tr>
<td>9a</td>
<td>4/4/2005</td>
<td>25.2</td>
<td>34.32, 119.70</td>
<td>25.3</td>
<td>10.7</td>
<td>0.42</td>
</tr>
<tr>
<td>9b</td>
<td>4/4/2005</td>
<td>24.9</td>
<td>34.32, 119.68</td>
<td>24.4</td>
<td>9.8</td>
<td>0.40</td>
</tr>
<tr>
<td>10a</td>
<td>4/25/2005</td>
<td>22.3</td>
<td>34.33, 119.70</td>
<td>23.3</td>
<td>14.2</td>
<td>0.61</td>
</tr>
<tr>
<td>10b</td>
<td>4/25/2005</td>
<td>29.0</td>
<td>34.32, 119.68</td>
<td>24.4</td>
<td>11.5</td>
<td>0.47</td>
</tr>
<tr>
<td>11a</td>
<td>5/23/2005</td>
<td>22.3</td>
<td>34.32, 119.65</td>
<td>21.7</td>
<td>9.7</td>
<td>0.45</td>
</tr>
<tr>
<td>11b</td>
<td>5/23/2005</td>
<td>26.5</td>
<td>34.31, 119.63</td>
<td>17.7</td>
<td>9.5</td>
<td>0.53</td>
</tr>
<tr>
<td>12a</td>
<td>6/27/2005</td>
<td>29.3</td>
<td>34.31, 119.65</td>
<td>20.1</td>
<td>10.4</td>
<td>0.52</td>
</tr>
<tr>
<td>12b</td>
<td>6/27/2005</td>
<td>29.0</td>
<td>34.31, 119.64</td>
<td>22.0</td>
<td>8.0</td>
<td>0.36</td>
</tr>
</tbody>
</table>

*Deployment number referenced in text is given in column 1. Deployment date, length of deployment in hours, deployment location, mean velocity in cm s⁻¹, velocity standard deviation in cm s⁻¹, and normalized standard deviation are given in columns 2 through 7, respectively. Velocity statistics are computed from all data collected with all drifters in a cluster. Clusters are defined as the set of drifters that begin sampling within a circle having 50 m diameter. All clusters are triplets except for 4a (pentad), 4b (quadruplet), and 5 (pentad).
computed here with all possible drifter pairs, and binned by pair separation distance \cite[e.g.,][]{LaCasce2000, Lacorata2004}. Formally $\delta v^2(t)$ depends on the vector positions of drifter pairs and is thus a vector quantity. Following the isotropy in $D^2$ it is treated as having equal components and presented as a scalar magnitude, subsequently indicated as $d v^2$. Seventeen length bins are defined extending from 7.1 m to 2.6 km, with end points $r_n = r_0 \sqrt{2^n}$; where $r_0 = 5$ m and $n = 1, 2, ..., 18$. $d v^2$ is determined as a function of length scale by computing the mean of all values within each spatial bin.

### 2.4. Lagrangian Decorrelation Time

The Lagrangian decorrelation time vector ($T_L$), a time scale over which Lagrangian velocity remains correlated with itself, is defined as the time integral of a Lagrangian velocity autocorrelation function $R_L(\tau)$ \cite[e.g.,][]{Poulain1989}. $R_L(\tau)$ is then computed as the mean of all $R_L(\tau)$ values at each time lag. Owing to low frequency motions, $T_L$ can be time dependent and may not asymptote to a well-defined limit. $R_L(\tau)$ is often oscillatory with negative lobes encompassing large areas. These characteristics complicate determination of the interval ($T$) over which $R_L(\tau)$ is integrated to obtain $T_L$. Integration over a selected time can be inaccurate because errors in $R_L(\tau)$ increase in time \cite[e.g.,][]{Davis1991}. Thus, a common choice, followed here, is integration to the time of the first $R_L(\tau)$ zero crossing \cite[Swenson and Niiler, 1996]{Swenson1996}. As this neglects inclusion of $R_L(\tau) < 0$, resulting $T_L$ estimates subsequently presented are upper bounds.

### 2.5. Lagrangian Stochastic Modeling

The change in position of particle $i$, or $dx_i$, over time interval $dt$, can be modeled following:

\begin{equation}
    dx_i = (U_i + u_i)dt,
\end{equation}

where position and velocity variables are vector quantities, and both velocity terms are time dependent. For particle $i$, the time dependent change in the stochastic, eddy, or sub-grid scale velocity component, indicated $du_i$, is defined as

\begin{equation}
    du_i = (-u_i dt/T_L) + \sqrt{2} \sigma_u^2 / T_L \ RN,
\end{equation}

where $u_i$ is the stochastic velocity at time $t$, $dt$ is the integration time increment, $T_L$ is the Lagrangian decorrelation time vector, $\sigma_u$ is the velocity scale vector for the random increment, and $RN$ is a random increment from a normal distribution with zero mean and second order moment $\langle RN*RN \rangle = dt$ (angle brackets represent a mean). Following
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3. Results

3.1. Lagrangian Flow Descriptions

[20] Drifter groups 1a and 1b were launched on 21 July 2004 in water depths near 50 and 300 m, respectively (Table 1 and Figure 1). Group 1a drifters moved mostly northward (onshore) with a mean speed of 9 cm s
-1 (Table 1) Group 1b drifters moved westward (up-coast) with a mean speed of 30 cm s
-1. The two drifter groups, initially separated by ~18 km, show remarkably distinct circulation characteristics, with more energetic flow offshore.

[21] Drifter groups 2a and 2b were launched on 26 July 2004 in roughly the same locations as groups 1a and 1b, but moved southeastward mostly along bathymetry (Table 1). In contrast to groups 1a and 1b, group 2a has a larger mean speed (26 cm s
-1) than group 2b (14 cm s
-1), which sampled further offshore. Drifter groups 3a and 3b were launched on 16 August 2004, also at the locations of groups 1a and 1b. Drifter groups 3a and 3b initially showed anti-cyclonic circulation. When they stopped turning, group 3a moved westward along bathymetry, and group 3b moved southwest (offshore) almost crossing the entire SBC. The southward movement is in opposition to cross-channel flow associated with a cyclonic gyre often present in the western SBC [Oey et al., 2004].

[22] Drifter groups 5 and 7 launched on 17 November 2004 and 31 January 2005, respectively, also moved anti-
cyclonically (Figure 1). Group 5 drifters initially moved northeastward and later turned southward. Group 7 drifters began with northward motion and, after tight rotation, ended with northwestward motion. Separation between drifters that comprise group 7a was the largest observed. Drifter groups 4b, 6, and 8 were deployed near the 300 m isobath on 16 August 2004, 9 December 2004, and 24 February 2005, respectively, and moved westward along bathymetry with mean speeds >30 cm s
-1, among the largest observed (Table 1 and Figure 1). One drifter within group 4b, deployed for >4 days, exited the SBC and became entrained into the main southward flowing branch of the California Current System [Checkley and Barth, 2009].

[23] Two interesting flow characteristics emerge when considering trajectories of the entire drifter data set. First, only one of the eight drifter clusters deployed west of 119.80°W moved into the eastern SBC. Second, circulation patterns within a few kilometers of the shoreline varied greatly; showing eddy rotation, along- and cross-isobath advection, and a range of velocity magnitudes. The observations are only partly consistent with previous studies showing a large cyclonic gyre in the western half of the SBC, less energetic and more variable flow in the eastern half of the SBC, and a general decrease in energy near the coast [Dever et al., 1998; Oey et al., 2004]. The discrepancy is not surprising as past studies present mean values computed over much longer time periods than considered here.

3.2. Relative Dispersion

[24] \( D^2 \) statistics are initially computed from ~75 drifter pairs (Figure 2). The number of pairs remains larger than 50 during the first 24 h of sampling, but then drops quickly. Only ~20 pairs sample at 36 h, and <10 pairs sample at 48 h. \( D^2 \) observations can be highly variable. Thus, statistics from limited numbers of pairs during the later times have large uncertainties. Nearly all drifter pairs have correlated velocities during the first two sampling days, thereby reducing the effective number of degrees of freedom relative to samples of uncorrelated motion.

[25] \( D^2 \) computed from all available drifter pairs shows two distinct regimes (Figure 3). During an initial period, defined as the first 4.8 h of sampling, \( D^2 \) increases approximately exponentially in time with an e-folding time of 0.87 h. During the late period, between 4.8 and 46 h, the \( D^2 \) increase is approximately quadratic in time, with amplitude 0.3 km
2 day
-2. \( D^2 \) growth is consistent during the late period despite a drop in the number of available pairs (Figure 2). However, large error bars during the late period (primarily because the number of available pairs is reduced) admit other curve fits as well. \( D^2 \) decreases noticeably after 46 h, reflecting the collapse in number of drifter pairs (<10 pairs). Curve fits are with least squares in all cases.

3.3. Mean Square Relative Velocity

[26] Values of \( \delta v^2 \) computed from all available drifter pairs, range from 0.4 cm
2 sec
-2 for the 7.1–10.0 m bin, to 85 cm
2 sec
-2 for the 1.8–2.6 km bin, and show a near linear increase with length scale (Figure 4). Thus, on average, drifter pairs are accelerating from one another as their relative velocities grow with separation distance. The influence of
Figure 3. $D^2$ versus time since launch. Light dotted line indicates the plus one standard deviation curve. A quadratic and two exponential curves fit to the data (dotted, solid and dashed lines) are discussed in the text.

Figure 4. Mean square relative velocity as a function of pair separation distance. The dotted curve shows the upper error bound, defined as +1 standard deviation.
this acceleration on the evolution of a particle cloud is subsequently discussed, and the relationship between \( \delta v^2 \) and length scale in LSM formulation subsequently considered.

### 3.4. Lagrangian Decorrelation Time

[27] Values of \( T_L \) obtained by separately integrating mean autocorrelation curves for the eastward and northward velocity components are both 3.0 h (Figure 5). Results are thus consistent with isotropy in the \( D^2 \) analysis. Values are similar to those given by Ullman et al. [2006] for the New Jersey shelf, calculated on velocity records of similar length. Values are smaller than previously reported for the SBC (4.8–12 h) [Dever et al., 1998]. However, the Dever et al. [1998] estimates are based on drifter observations with significantly less temporal resolution, which may explain the difference.

### 3.5. Lagrangian Stochastic Modeling

[28] The observed dispersion is now compared with that produced by a LSM. The idea is to simulate the evolution of a cloud of particles originating at the same points as the drifters, and investigate its relative dispersion. The extent to which observed trajectories fall within the modeled cloud is also addressed. The single particle LSM (equation (7)) is used with a modified \( R_N \) term (second term on right side) to account for the observed dependence of \( \delta v^2 \) on \( D \) (section 3.3; Figure 4). As will be shown, this model improves results over the standard form that uses a constant \( \sigma_u \) (equation (7)). The focus of the LSM work is to demonstrate that a more general model form with scale-dependent \( \sigma_u \) and empirically determined parameters, improves agreement with relative dispersion observations.

[29] As previously noted, values of \( \sigma_u \) in the LSM derive from \( \delta v^2 \) (components of \( \sigma_u \) are equal to \( \sqrt{\delta v^2/2} \)), and thus have a length scale dependence (Figure 4). This is a significant departure from the formal LSM definition where \( \sigma_u \) is equivalent to a standard deviation in Eulerian velocity observations, and is independent of separation scale. Initially, \( \delta v^2 \) is assumed to scale linearly (Figure 4) over a separation range \( \leq 2 \) km, the grid scale for \( U \) from HF radar. Here, \( \sigma_u \) ranges from 0.7 to 5.1 cm s\(^{-1} \) for separation scales of 5 m to 2 km, respectively. These values are slightly different than indicated in section 3.3 and shown in Figure 4.

Lagrangian trajectories are computed to 24 h and compared with observed trajectories that sample for 24 h. Thus, drifters that sample for \(< 24 \) h are not used to compute empirical parameters for the LSM. Excluding the shorter tracks does not qualitatively affect results. Similarly, \( T_L \) values computed from drifter tracks that sample for at least 24 h do not differ qualitatively from values computed with all available data.

[30] LSM trajectories that begin at the starting times and locations of drifters that sample for at least 24 h (Table 1) are computed in the following manner. The trajectories evolve following equations (6) and (7) using fourth-order Runge-Kutta integration [Press et al., 2002]. A 10-min time step, corresponding to drifter sampling interval, is incorporated through linear interpolation of hourly \( U \) data at each grid point. 50 separate LSM trajectories that emanate from the starting time and location of each real drifter (Table 1) are computed. Triplet deployments thus result in LSM trajectories with a total of 150 pairs for calculating \( D^2 \) statistics. Least squares fit parameters to \( D^2 \) curves computed with LSM trajectories asymptote when the number of pairs (\( n \) in equation (2)) reaches \( \sim 75 \) (not shown). Thus, \( D^2 \) curves are expected to be statistically robust when computed with 150 LSM trajectory pairs. Mean \( D^2 \) curves computed from LSM trajectories corresponding to all observed drifters that sample for at least 24 h are subsequently indicated as \( D^2_{\text{mod}} \) (equation (2)).

[31] Observed group 1b trajectories (Table 1), and corresponding LSM trajectory distributions after 24 h, are illustrated in Figure 6a. For this specific case, surface flows are mostly westward between 10 and 50 cm s\(^{-1} \). The
group 1b observed trajectories beginning at the origin and ending 24 h later at locations marked with asterisk. Fifty LSM trajectories begin at the starting time and location of each drifter, and their distribution after 24 h is shown with gray dots. The distribution of LSM trajectories is slightly northwest of the observed positions, and partly encompasses the observations. The LSM distribution after 24 h shows greater dispersion than observed.

\[ D^2_{\text{mod}} \] grows slightly faster than observed during the first hour, and remains larger thereafter; there is reasonably good agreement with observations after 24 h.

\[ D^2_{\text{mod}} \] computed from trajectories modeled without a stochastic component (following equation (6) with \( u_i = 0 \)) is nearly constant at \( 1.5 \times 10^{-5} \) km\(^2\) (Figure 6b). The small initial separation scale (5–10 m) relative to the much larger \( U \) grid scale (2 km) prevents \( D^2_{\text{mod}} \) growth in the absence of a \( u_i \) influence. Trajectories modeled without a stochastic sub-grid scale velocity component have a \( D^2_{\text{mod}} \) value after 24 h that is five orders of magnitude less than observed. \( D^2_{\text{mod}} \) computed from trajectories modeled with a constant (scale independent) \( \sigma_u \) parameter are much larger than observed.
Ensemble average $D^2$ where $D = \frac{d}{D_D} \propto d$ for $D < 100$ m and $D = \frac{s}{D_D} < 100$ m (dash-dot line), $\sigma_u = 5.1$ cm s$^{-1}$ (dashed line), $\sigma_v = 3.2$ cm s$^{-1}$ (dashed gray line), and no sub-grid scale energy ($\sigma_u = 0$; solid line with squares). Solid gray line shows ensemble mean $D$ after 24 h, two orders of magnitude less than observed. The cloud model gives the best agreement with $D^2$ observations by an order of magnitude.

Despite empirical LSM parameters from the observations with which modeled trajectories are compared, the best $D^2$ curve, that from the cloud model trajectories ($\sigma_u = \sigma_v$), is an order of magnitude larger than observed. The cloud model assumes $\sigma_u$ scales with cloud radius at all times (i.e., $(\frac{D}{Dt})^2 \propto D$); it is straightforward to show that such a dependence implies $D^2$ should increase as $t^2$. This explains why the model initially overestimates the much slower exponential growth observed.

To simulate exponential growth during the initial regime, the $\sigma_v$ relationship (Figure 4) is altered so that $\sqrt{\frac{\sigma_v^2}{C_0}} \propto D$ when $D < 100$ m. $D_{mod}$ from trajectories computed with this rescaled grows only slightly faster than observed (Figure 7). After 5 h, when a length scale of 100 m is reached, the difference between $D^2$ and $D_{mod}^2$ is less than an order of magnitude. For length scales beyond 100 m, both $D^2$ and $D_{mod}^2$ give quadratic growth. After 24 h, $D_{mod}^2 = 5.5 \times 10^{-8}$ km$^2$, the same order of magnitude as observed, and at least an order of magnitude closer to observations compared with the other LSM formulations considered.

Figure 7. Ensemble average $D^2$ curves from all sets of observations (circles), and from corresponding sets of modeled trajectories computed with the various LSM formulations presented in section 4. $D_{mod}^2$ is computed with: $\sigma_u = \delta v$ where $\delta v \propto D^{0.5}$ (solid line), $\sigma_u = \delta v$ where $\delta v \propto D^{0.5}$ for $D \geq 100$ m and $\delta v \propto D$ for $D < 100$ m (dash-dot line), $\sigma_u = 5.1$ cm s$^{-1}$ (dashed line), $\sigma_v = 3.2$ cm s$^{-1}$ (dashed gray line), and no sub-grid scale energy ($\sigma_u = 0$; solid line with squares). Solid gray line shows ensemble mean squared separation between observed and modeled cluster centroids ($D_{cen}^2$).
subsurface floats. A number of these studies show exponential growth in relative dispersion below the Rossby deformation radius [LaCasce and Ohlmann, 2003; Ollitrault et al., 2005; Koszalka et al., 2009; Haza et al., 2010]. In most of these studies, the smallest separation distance sampled is approximately 1 km. An exception is the Haza et al. [2010] study, where use of GPS-tracked drifters (as in this study) allows for initial separations of approximately 100 m. The Haza et al. [2010] study shows exponential $D^2$ growth for separation up to $\sim$1 km, a scale comparable to the deformation radius for the Gulf of La Spezia, their study region.

Exponential growth characterizes non-local dispersion, where pair separation is influenced by flow structures larger than the pair separation distance [Bennett, 1984]. For non-local dispersion, the energy-wave number spectrum has a slope of $k^{-3}$ or steeper, where $k$ is wave number. Thus, the aforementioned relative dispersion studies suggest steep kinetic energy spectra at sub-deformation scales.

Initial separations in this study are generally between 5 and 10 m, an order of magnitude smaller than previously considered. Exponential growth is observed, but only over separation scales from $\sim$10 to 100 m. The upper limit (100 m) is substantially smaller than the deformation radius for the SBC, expected to be near 20 km [Auad et al., 1998; Oey et al., 2001]. The initial exponential growth observed may suggest drifter pairs are “adjusting” to the advective regime [e.g., Babiano et al., 1990]. That is, pairs are experiencing a transient state where they lose memory of their initial separations. At scales above 100 m dispersion growth is nearly quadratic in time, typical for a shear flow [e.g., LaCasce, 2008].

Dispersion curve shapes presented here may not be definitive, as error bars on $D^2$ observations are large. It is possible to fit a second exponential, with an e-folding time of 9 h, within the error bars (Figure 3). This time scale is comparable to that found by Koszalka et al. [2009] for surface drifters in the Nordic Seas. Agreement in time scale suggests an exponential fit for separations $>$100 m is indeed plausible. The observed $D^2$ veers from quadratic and (second) exponential growth after roughly 30 and 46 h, respectively. The departure from exponential growth after 46 h likely results from the number of observed drifter pairs falling quickly to $<10$ pairs (Figure 2). Observed pair separation distributions are consistent with the expected distributions for exponential growth (not shown) [e.g., Lundgren, 1981; LaCasce, 2010]. Thus, based on curve fits and pair separation distributions, observed $D^2$ growth at scales $>$100 m may be exponential.

The observed relationship between $\delta v^2$ and $D$ (Figure 4) raises an objection to exponential $D^2$ growth at all scales. For non-local dispersion that is characterized by exponential growth in $D^2$, $\delta v^2$ dependence should be on $D^2$ [e.g., LaCasce, 2010]. However, observations show $\delta v^2$ is closely proportional to $D$ (Figure 4). Given the uncertainty in dispersion curve shape (Figure 3), and the consistent near-linear dependence of the $\delta v^2$ diagnostic over the range of scales sampled (Figure 4), the choice was made to focus this work on the role of $\delta v^2$ in the formulation of an improved LSM.

4.2. Trajectory Model Evaluation

The standard LSM formulation with constant $\sigma_u (5.1$ cm s$^{-1})$ overestimates $D^2$ by nearly two orders of magnitude compared with observations (Figure 7). For this model configuration, $\sigma_u$ comes from $\delta v^2$ for the minimum length scale resolved by $U$ (section 3.5). To explore a model configuration with constant $\sigma_u$ value that is empirically
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Figure 8. Histogram of x and y distances (distributions are similar for each component) between centroids from observed and modeled drifter clusters after 24 h.
Based and $<5.1 \text{ cm s}^{-1}$, $\sigma_u$ is set equal to $3.2 \text{ cm s}^{-1}$. This value comes from $\delta v^2$ computed as the mean of all drifter observations being considered (equation (3); as described in section 2.3 without binning). Decreasing $\sigma_u$ reduces $D^2_{\text{mod}}$ growth, and improves agreement with observations. However, the model configuration yields $D^2_{\text{mod}}$ values that still grow faster than observed, and generally exceed observed values by more than an order of magnitude (Figure 7; dashed gray line).

Enforcing the observed scale dependence in $\sigma_u$ gives $D^2_{\text{mod}}$ that agrees better with observations over all times (Figure 7), as initial $D^2_{\text{mod}}$ growth is reduced while still permitting larger $D^2_{\text{mod}}$ values at later times. The various LSM model configurations (Figure 7) also demonstrate the importance of early time behavior on $D^2$ values at later times. The approach of incorporating $\sigma_u$ scale dependency in a LSM is similar to that for stochastic relative dispersion models [e.g., Sawford, 2001], as cloud dispersion is closely related to relative dispersion.

Despite data–model agreement in $D^2$ with the LSM using rescaled $\delta v^2$, observed drifter clusters do not, on average, lie within the distribution of LSM trajectories at any time during the 24-h integrations. $D^2_{\text{cen}}$ is larger than $D^2_{\text{mod}}$ at the first time step, and remains larger throughout the 24-h period considered (Figure 7). The distribution of LSM trajectory positions after 24 h mostly encompasses the observed positions in only 4 of the 13 cases considered. In general, this result is similar to that of Ullman et al. [2006] who state LSM trajectories are only an improvement over persistence ("persistence" refers to the assumption that particles persist at their last known location). That is, on average, the ending position of LSM trajectories is closer to the ending position of the observed trajectories than the starting position of the observed trajectories.

The distribution of $D^2_{\text{cen}}$ after 24 h shows instances of both good ($\leq 2 \text{ km separation}$) and poor ($>10 \text{ km separation}$) data–model trajectory agreement (Figure 8). Separation of 10 km after 24 h corresponds to a mean velocity difference of $\sim 11 \text{ cm s}^{-1}$ during the period. Coincidently measured surface current velocities from drifters and HF radar can, at times, be grossly different. For a single hour on 17 August 2004, HF radar shows mostly northward flows near $10 \text{ cm s}^{-1}$ while a drifter cluster travels in nearly the opposite direction with velocity near $20 \text{ cm s}^{-1}$ (Figure 9, top). During the subsequent hour, many of the HF radar velocity $U$ vectors change dramatically, showing eastward flow at roughly $20 \text{ cm s}^{-1}$ while the drifter cluster continues southward (Figure 9, bottom).

Perfect agreement between drifter and HF radar velocities is not expected because the instruments make different measurements [Kohut et al., 2006; Ohlmann et al., 2007]. It is however interesting that the two measurements have occasional periods of gross disagreement as shown in Figure 9. Root mean square (RMS) differences between velocities from HF radar and in situ observations are known to be near $10 \text{ cm s}^{-1}$ [Chapman and Graber, 1997]. Part of the difference is from spatial scale and sampling depth of HF radar when compared with in situ measurements. The large discrepancy illustrated in Figure 9 likely extends beyond the difference in measurements alone. Issues such as RF interference, and errors in direction finding that place observations at an incorrect bearing, may cause occasional erroneous HF radar velocities.

Distributions of differences between drifter and HF radar (interpolated to the time and location of drifter observations) velocity components are near Gaussian with mean values $<1 \text{ cm s}^{-1}$ (Figure 10). RMS differences for the eastward ($u$) and northward ($v$) velocity components are $11.1$ and $8.7 \text{ cm s}^{-1}$, respectively. The distributions indicate that velocity differences $>20 \text{ cm s}^{-1}$ can arise. Such occasional extreme velocity differences prevent consistent agreement between ending distributions of observed and HF radar–based LSM trajectories despite the verity of the cloud dispersion model presented here.

The constant $\sigma_u$ values ($5.1$ and $3.2 \text{ cm s}^{-1}$) based on observations of $\delta v^2$ are significantly smaller than used in
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**Figure 9.** Hourly average HF radar velocity vectors and corresponding drifter position observations during two successive hours. Boxes indicate the starting positions of drifter tracks at the beginning of the hour over which HF radar values are averaged, dots are the drifter positions every 10 min, and plus signs are the ending positions after the hour. Drifter velocities are southward near 20 cm/s.
previous LSM studies. For the New Jersey shelf region, Ullman et al. [2006] use \( \sigma_u \) values ranging from 11 to 13 cm \( \text{s}^{-1} \), even at the smallest separation scales considered. Use of such a large constant \( \sigma_u \) in a LSM for particles that begin closely spaced (separation <1 km) results in gross overestimation of \( D^2 \) compared with observations. Use of a large and constant \( \sigma_u \) may be desired in some LSM applications. For search-and-rescue, increasing \( \sigma_u \) gives an increased search area that is more apt to encompass the lost object. Such values however are not representative of the true eddy energy that gives rise to the unresolved motions represented through a LSM.

5. Conclusions

[50] Sets of trajectories that begin closely spaced are computed for 24 h from HF radar surface current maps and numerous LSM formulations. Trajectories modeled with no sub-grid scale energy (\( u_i = 0 \) in equation (6)) exhibit very little dispersion. \( D^2 \) after 24 h is more than two orders of magnitude less than observed. Use of a constant \( \sigma_u \), the typical LSM formulation, gives model dispersion that is roughly two orders of magnitude larger than observed. The constant value selected (\( \sigma_u = 5.1 \text{ cm s}^{-1} \)) corresponds to the empirically determined stochastic velocity scale for a separation length scale of 2 km, the minimum length scale resolved with \( U \).

[51] A LSM formulation with length scale dependence in the velocity scale for RN (\( \sigma_u \) in equation (7)) is proposed for a cloud model where the stochastic velocity component moves trajectories independently about a center of mass. However, \( D^\text{mod} \) from LSM trajectories computed with such a cloud model is an order of magnitude larger than from observations. The cloud model with \( \delta v \propto D^{1/2} \) gives \( t^4 \) dispersion growth during the early period, larger than observed. Rescaling so that \( \delta v \propto D \), for \( D < 100 \text{ m} \), gives

![Figure 10. Histogram of differences between drifter and HF radar velocity components. Drifter velocities are computed using a centered difference in 10 min position records (first difference at endpoints and data gaps). HF radar velocities are produced hourly on a 2 x 2 km grid and interpolated to the time and position on which each drifter velocity is centered. The u and v velocity components are oriented mostly in the along shore and cross shore directions, respectively. Histograms are from 10,313 velocity differences.](image-url)
$D_{\text{mod}}^2$, that closely matches observations. Realistic LSM formulations require both a more general form, and an observational understanding of the sub-grid scale, or turbulent, processes they must represent. It is unknown if the parameters and scalings presented here are relevant to other coastal regions. $D^2$ observations in other coastal regions on 5 m to 2 km separation scales are necessary to address this question.

[52] Although $D^2$ is accurately reproduced, distributions of LSM trajectories after 24 h generally show poor agreement with observations. LSM trajectories encompass measured trajectories for only about 30% of the releases. The generally poor agreement likely results from errors in the use of HF radar-derived Eulerian currents for estimating $U$. Assuming a zero initial condition in the stochastic velocity component may be another problem. After 24 h, average separation between centroids of observed and modeled trajectory sets is ~5 km, corresponding to mean separation velocity of ~6 cm s$^{-1}$ for the period. The centroid separation exceeds 10 km for an individual case. Average centroid $D^2$ is near two orders of magnitude greater than the observed $D^2$.

[53] It is well known that drifters and HF radar measure velocity in fundamentally different ways. Primary differences are in horizontal resolution and measurement depth. Given knowledge of surface shear profiles and horizontal variability in the coastal ocean, it is doubtful that very large velocity differences ($>\sim 25$ cm s$^{-1}$) during periods when both platforms record modest flow ($<\sim 20$ cm s$^{-1}$) can be explained by the discrepancy in measurement techniques alone. Occasional large differences between HF radar and drifter velocities, even during a single hour, prevent consistent agreement between trajectories determined from HF radar observations and in situ observations.

[54] A model formulation that maximizes agreement between observed and modeled trajectories is not a goal of this study. Rather, this work is focused on direct observations of $D^2$ for the SBC on scales ranging from meters to a kilometer. These separation scales are one to two orders of magnitude smaller than typically observed. $D^2$ observations show two distinct regimes. Over the first 4.8 h of sampling, and separation scales ranging from ~5 to 100 m, the $D^2$ increase is roughly exponential with an e-folding time of 0.87 h. Between 4.8 and 46 h, and separation scales ranging from 100 m to 1 km, $D^2$ growth is roughly quadratic in time. However, relatively few observations give rise to large error bars that admit a number of plausible best fit curves.

[55] The near-linear increase in $\langle \Delta v^2 \rangle$ with pair separation distance, extending from 0.3 cm$^2$ sec$^{-2}$ to 85 cm$^2$ sec$^{-2}$ over length scales from 7 m to 2.4 km, respectively, is the more robust result. Considering the observed scale dependency in a cloud model does improve the modeled dispersion compared with the traditional LSM formulation that is independent of scale. The study thus informs on eddy kinetic energy and trajectory model parameters for a range of relatively small scales; information that can help guide sub-grid scale parameterizations in numerical models, and relative dispersion representation in trajectory modeling applications.
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