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Introduction

1 Motivation

Many physical processes studied in science and engineering are modelled with partial differential equations (PDEs). The PDE model describes the global evolution of the process in terms of a (usually) local equation of its partial derivatives. Examples include the diffusion of heat through a material, elastic and electromagnetic wave propagation, and the flow of viscous fluids. These are only a few examples, as PDEs are ubiquitous in science and engineering.

In many cases, it is not the physical process itself that we are interested in, but instead some quantity derived from it. Mathematically, we describe this quantity in terms of a functional. Often, it is the extreme values of this functional that is of interest. That is, we want to identify the process that maximise or minimise the functional value, over a range of input parameters. For example, we may want to find a heat sink that optimise the cooling, a material composition that reproduces observed wave scattering, or the optimal placement of turbines in a tidal energy farm. These are examples of PDE-constrained optimisation problems.

Solving a PDE-constrained optimisation problem means identifying the best PDE solution over a range of parameters. Generally, this involves more than just solving the PDE, which can be a challenging task in itself. The optimisation side of the problem also have to be solved, so a technique for solving the PDE must be combined with a technique for solving the optimisation problem. The many ways this can be done, and a vast range of applications, results in a rich theory of PDE-constrained optimisation.

The three works included in this thesis cover different aspects of PDE-constrained optimisation. The first paper concerns theory of PDE-constrained optimisation, more specifically parameter-robust solution techniques for a PDE-constrained optimisation problem. The second paper is about coupling PDEs on domains of different topological dimension. Although the problem considered is not a PDE-constrained optimisation problem, it does have a similar structure and can be analysed with similar techniques. The third paper is more application oriented, and concerns the use of PDE-constrained optimisation techniques to reconstruct cerebral blood flow from medical images.

The remainder of this introduction is structured as follows. Section 2 provides an introduction to PDE-constrained optimisation, and provides a common context to the three works included in this thesis. Sections 3 to 5 introduces the individual papers.
2 Methods

Most PDEs do not have closed form solutions and can only be solved approximately with numerical methods. In order to do so, it is necessary to formulate a solution algorithm and a discretisation scheme for the PDE in question. Similarly, an algorithm must be formulated for computing the optimal solution.

This section is intended as a very gentle introduction to PDE-constrained optimisation, and introduces notation and nomenclature used in the remainder of the text. It also serves as context for the papers included in this thesis, providing a common framing of the problems and the methods considered therein.

In this part of the thesis, technical details are kept to a minimum. In particular, it is assumed that all necessary smoothness conditions are satisfied.

2.1 An example: Inverse Poisson

The Poisson equation is commonly used as the prototypical example of a partial differential equations. Correspondingly, we use the inverse Poisson problem as a prototype example for PDE-constrained optimisation.

The forward problem

The Poisson equation has many applications. For instance, it can model the electric potential generated by distribution of electric charge, or a stationary distribution of heat in a conductive medium. The simplest Poisson problem reads

\[-\Delta u = f \quad \text{in } \Omega \]
\[u = 0 \quad \text{on } \partial \Omega. \]  (1a, 1b)

Here, \(f\) is a known variable, and \(u\) is the unknown in the equation, and \(\Omega\) is the domain of the equations. The second equation (1b) is a boundary condition, needed to close the problem. For simplicity, here \(u\) vanishes on the boundary \(\partial \Omega\), but many other boundary conditions for \(u\) are possible.

The inverse problem

For the inverse Poisson problem we reverse the problem formulation. Given \(u\), can we recover \(f\) such that (1) holds? Clearly, for a smooth \(u\), we could directly compute \(f = -\Delta u\). In practice however, a function \(u\) obtained from measurement will always contain some amount of noise, for example we might have \(u = u_{\text{signal}} + u_{\text{noise}}\). A direct computation would then result in \(f = -\Delta u_{\text{signal}} - \Delta u_{\text{noise}}\). Since the noisy component typically does not vary smoothly, the computed \(f\) would be dominated by the inverted noise, even if the relative amplitude of the noise is small. In mathematical terms, we say that the Laplacian is unbounded, and that the inverse problem is ill-posed since a small change in the input produces a large change in output.
A remedy for the ill-posedness of the inverse problem is to reformulate it as a regularised minimisation problem. That is, instead of trying to match the data exactly, we seek a solution that minimises the misfit with the data without being “too wild”. There are many ways to formulate this minimisation problem, corresponding to different choices of metrics. The simplest of these is the least-squares approach, and that is what will be presented here.

Formal problem definition

Suppose that we have some given (noisy) measurement data \( d \). Then the functional \( J_\alpha \), measuring misfit is defined as

\[
J_\alpha(f, u) = \frac{1}{2} \int_{\Omega} (u - d)^2 \, dx + \frac{\alpha}{2} \int_{\Omega} f^2 \, dx.
\]  

(2)

The first term of \( J_\alpha \) is the squared distance, and the second term, where \( \alpha > 0 \), is an example of Tikhonov regularisation, which is discussed below in section 2.6. The minimisation problem then reads

\[
\text{minimise: } J_\alpha(f, u) \\
\text{subject to: } \left\{ \begin{array}{l}
-\Delta u = f \quad \text{in } \Omega \\
u = 0 \quad \text{on } \partial \Omega
\end{array} \right. 
\]  

(3)

Problem (3) is a formulation of the inverse Poisson problem that can be solved using standard methods, as we will see in the next section. It belongs to a class of problems called constrained minimisation problems.

2.2 Constrained optimisation

In this subsection we will discuss some solution methods for (3) and similar problems that are relevant to this thesis. For future reference, it is practical to adopt a more more abstract formulation of (3), as follows.

\[
\text{minimise: } J(f, u) \\
\text{subject to: } e(f, u) = 0.
\]  

(4)

Here the functional \( J \) is assumed to be convex. We also introduce the standard nomenclature: We call \( f \) the control variable and \( u \) the state variable. The functional \( J \) is called the objective, and \( e(u, f) = 0 \) is called the state equation. Specifying the function spaces for the control and state variables is an essential part of the problem formulation. Here we have denoted the control space as \( F \) and the state space as \( V \). Moreover we assume state equation hold in \( Z^* \), i.e. with \( e : F \times V \rightarrow Z^* \), with \( F, V \) and \( Z \) being reflexive Banach spaces.

The method of Lagrange multipliers

The standard technique for minimising a convex function on the real line, is to identify the point where its derivative vanishes. This technique could be applied to (4) if it were not
for the presence of the constraint. Therefore, methods for solving constrained problems commonly reformulate or modify the problem so that the constraint can be eliminated.

The method of Lagrange multipliers essentially replaces the constraint with a new variable, which we will call the adjoint state. A new functional, the Lagrangian, combining the objective functional and the state equation, is defined

\[ L(f, u, z) = J(f, u) + ze(f, u), \]

with \( z \in Z \) (and size \( Z \) is reflexive, \( z \) can be identified with a functional mapping \( Z^* \) into \( \mathbb{R} \)). Let us perform a heuristic computation to see how the Lagrangian \( L \) relates to the optimisation problem (4).

\[
\begin{align*}
\inf_{f,u} \{ J(f, u) \mid e(f, u) = 0 \} &= \inf_{f,u} \left\{ J(f, u) + \begin{cases} 0 & e(f, u) = 0 \\ \infty & e(f, u) \neq 0 \end{cases} \right\} \\
&= \inf_{f,u} \left\{ J(f, u) + \sup_z ze(f, u) \right\} \\
&= \inf_{f,u} \sup_z L(f, u, z).
\end{align*}
\]

In (5) we see that original constrained minimisation condition on \( J \) is transformed to a saddle point condition on the Lagrangian \( L \). Since we know that the derivative vanishes in a saddle point (and we assume here that \( L \) is differentiable), we have a necessary optimality condition,

\[ D L = 0, \]

where \( D \) denotes the (Fréchet) derivative operator. Writing out the individual components of \( D L \), we obtain a system of three equations,

\[
\begin{align*}
D_f J(f, u) + zD_f e(f, u) &= D_f L = 0, \\
D_u J(f, u) + zD_u e(f, u) &= D_u L = 0, \\
e(f, u) &= D_z L = 0.
\end{align*}
\]

In the literature the three equations are commonly given names. The first equation (6a) is sometimes called the design equation, the second equation is known as the adjoint equation, and the third we recognise as the state equation. We refer to the system of equations (6) as the optimality conditions.

**The reduced problem**

Another method for eliminating the constraint in (4) is to consider the state \( u \) as function of the control \( f \). In general, some form of the implicit function theorem is needed to make the dependence of \( u \) on \( f \) explicit, but for the simplistic example (3) this is already clear.

The dependence on the state \( u \) is eliminated from the so-called reduced functional \( \hat{J} \), which we define

\[ \hat{J}(f) = J(f, u(f)) \]
Since \( \hat{J} \) is a function in \( f \) only, with the constraint eliminated, we can apply unconstrained solution techniques to minimise \( \hat{J} \). In particular, we have the optimality condition
\[
D\hat{J}(f) = 0. \tag{7}
\]

For the reduced problem (7), we need a way to compute the total derivative of the reduced functional \( \hat{J} \). Applying the chain rule, we have
\[
D\hat{J}(f) = D_f J(f, u(f)) + D_u J(f, u(f)) D_f u(f).
\]

Now we could compute \( D_f u(f) \), known as the tangent linear model, and then evaluate \( D\hat{f} \), but there is another approach that will appear more natural. By differentiating the state equation and again using the chain rule, we get
\[
D_f e(f, u(f)) + D_u e(f, u(f)) D_f u(f) = 0,
\]
hence
\[
D\hat{J} = D_f J(f(u(f)) + D_u J(f, u(f)) D_f u(f)
\]
\[
= D_f J(f(u(f)) - D_u J(f, u(f)) \left[D_u e(f, u(f))\right]^{-1} D_f e(f, u(f))
\]
\[
= D_f J(f, u(f)) + z D_f e(f, u(f)), \tag{8}
\]

Where \( z \) solves an adjoint equation similar to (6b),
\[
z D_u e(f, u(f)) = -D_u J(f, u(f)).
\]

After computing the derivative, an updated value for \( f \) can be computed with a descent step, and the process can be repeated until convergence.

### 2.3 Variational forms and discretisation

A solution to the minimisation problem (4) is found by solving the equations provided by conditions (6) or (7). For this, we need numerical methods, both for the PDE and for the optimisation method.

**Variational formulation**

The PDE formulation in (1) is usually rewritten using the integration by parts formula,
\[
\int_\Omega \nabla u \cdot \nabla v \, dx = \int_\Omega f v \, dx \quad \forall v \in H^1_0(\Omega). \tag{9}
\]

Equation (9) is said to be a variational or weak form of the Poisson problem (1). The term variational here refers to that the function \( v \) in (9) is allowed to vary, and the equality should hold for any choice of \( v \) for which the integration by parts formula makes sense. The set all such \( v \) comprise a linear space denoted \( H^1_0(\Omega) \).
It is convenient to introduce a shorthand notation for (9):

\[ \langle Au, v \rangle = \langle Mf, v \rangle dx \quad \forall v \in H^1_0(\Omega). \]

where \( A \) and \( M \) are linear operators defined

\[ \langle Au, v \rangle = \int_{\Omega} \nabla u \cdot \nabla v dx, \]
\[ \langle Mu, v \rangle = \int_{\Omega} f v dx. \]

With this notation, the inverse Poisson problem fits in the framework of (4), with

\[ J(f, u) = \frac{1}{2} \langle M(u - d), (u - d) \rangle + \frac{\alpha}{2} \langle Mf, f \rangle, \]
\[ ze(f, u) = \langle Au - Mf, z \rangle. \]

An elementary computation now lets us express the optimality conditions (6) in terms of the operators \( A \) and \( M \),

\[ \alpha Mf - M^* z = 0, \]
\[ Mu + A^* z = Md, \]
\[ Au - Mf = 0, \]

where \( \ast \) denotes the dual operator defined \( \langle A^* z, u \rangle = \langle Au, z \rangle \). The optimality conditions form a linear system

\[
\begin{bmatrix}
\alpha M & -M^* \\
M & A^* \\
-M & A
\end{bmatrix}
\begin{bmatrix}
f \\
u \\
z
\end{bmatrix}
= \begin{bmatrix} 0 \\ Md \\ 0 \end{bmatrix}
\]  

(10)

We write this more compactly

\[ A_\alpha x = b \]

where \( A_\alpha : X \to X^* \) is the coefficient matrix in (10), \( X = V \times F \times Z \).

The finite element method

Solving equation (10) gives us a solution to the inverse Poisson problem (3). But before can solve this equation numerically, we need to discretise it. That is, we need to derive a finite-dimensional approximation of the problem that can be solved by a computer.

Finite element methods (FEM) comprise a class of discretisation schemes commonly used for PDEs. For the equation (10) however, we only need the simplest of finite element methods, the “Lagrange triangle”, described below.

Assume that \( \mathcal{T}_h \) is a triangularisation of the domain \( \Omega \). That is, \( \mathcal{T}_h \) is a collection of triangles that cover \( \Omega \), in the sense that \( \bigcup_{T \in \mathcal{T}_h} T = \overline{\Omega} \), such that the intersection of any two triangles is either empty, a shared side, or a shared vertex. A finite-dimensional subspace of
$H_0^1(\Omega)$ is then defined

$$V_h = \{ \phi \in H_0^1(\Omega) \mid \phi|_T \in P_1(T), T \in \mathcal{T}_h \},$$

where $\mathcal{P}_k(T)$ denotes the linear space of polynomials of degree at most $k$ on $T$. A basis $\{ \phi_i \}_{i=1}^N$ spanning $V_h$ can then be uniquely determined from the condition

$$\phi_i(v_j) = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{otherwise,} \end{cases} \quad v_j \in V(\mathcal{T}_h), \quad i,j \in \{1, \ldots, N\},$$

where $V(\mathcal{T}_h)$ denotes the set of vertices in the triangularisation. Function $u_h, f_h \in V_h$ have unique representation $u_h, f_h \in \mathbb{R}^N$ with respect to this basis, i.e. $u_h = \sum_{j=1}^N (u_h)_j \phi_j$ and a similar identity for $f_h$. Taking $u = u_h, f = f_h$ and $v = \phi_i, i = 1, \ldots, N$ in the variational form of the Poisson problem (9), we obtain a system of scalar equations,

$$\int_{\Omega} \nabla u_h \cdot \nabla \phi_i \, dx = \int_{\Omega} \sum_{j=1}^N (u_h)_j \nabla \phi_i \cdot \nabla \phi_j \, dx$$

$$= \int_{\Omega} \sum_{j=1}^N (f_h)_j \phi_j \phi_i \, dx = \int_{\Omega} f_h \phi_i \, dx.$$

This linear system of $N$ equations is more compactly expressed in matrix notation

$$A_h u_h = M_h f_h,$$

where $A_h, M_h \in \mathbb{R}^{N \times N}$ are matrix representations of the restrictions of $A$ and $M$ to $V_h \subset H_0^1(\Omega)$, defined

$$(A_h)_{i,j} = \int_{\Omega} \nabla \phi_i \cdot \nabla \phi_j \, dx$$

$$(M_h)_{i,j} = \int_{\Omega} \phi_i \phi_j \, dx.$$ 

Returning to the optimality conditions (10), we can replace the operators $A$ and $M$ with their discrete counterparts. This results in linear system that can be solved on a computer:

$$\begin{bmatrix} \alpha M_h & -M_h^T \\ M_h & A_h^T \end{bmatrix} \begin{bmatrix} f_h \\ u_h \end{bmatrix} = \begin{bmatrix} 0 \\ M_h d_h \end{bmatrix} \quad (11)$$

Here $z_h \in \mathbb{R}^N$ denotes the representation of $z_h \in V_h$ with respect to the chosen basis, and the coefficient matrix in (11) is $3N$ by $3N$. 
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2.4 Solving the optimisation problem

A number of techniques exists for solving the discrete problem (11). In this section we outline two iterative methods that are relevant to papers included in this thesis. While the system (11) can be solved directly (with Gauss-elimination or Cholesky factorisation), we are interested in techniques that can also be applied to the more general, usually nonlinear and infinite-dimensional system (6).

The minimum residual method

The saddle-point system (11) can be solved with a suitable Krylov subspace method, for example the minimum residual method (minres). The advantage of Krylov solvers is that under certain conditions, they are optimal in the sense that computational cost of solving a linear system to a given tolerance scales linearly with the number of unknowns. This will require that the system is sparse, and usually also requires a good preconditioning technique as described below in section 2.5.

A disadvantage of using Krylov solvers for the system (11) is that all three equations contribute to the residual used to determine convergence. This important because the residuals of the three equations have different interpretation. A residual in the first equation simply means that the solution is not optimal. On the other hand, a residual in the third equation comes from the PDE constraint not being satisfied, meaning that the solution could be potentially be non-physical. If we terminate the iterative procedure while the residual is not negligible, we have to be certain that the PDE-constraint is satisfied well enough before we can conclude that the iterate is an approximate solution to the constrained optimisation problem.

Gradient descent methods

The reduced problem (7) can be solved with an iterative procedure. Assuming a give current iterate \( f^k \), the derivative \( D\tilde{J}(f^k) \) is computed according to (8). The next iterate is then obtained by descent step,

\[
   f^{k+1} = f^k - \omega_k R_k^{-1} D\tilde{J}(f^k), \quad k = 0, 1, \ldots, \tag{12}
\]

where \( R_k^{-1} \) is a symmetric positive definite operator mapping the linear functional \( D\tilde{J}(f^k) \) to an element in the same space as \( f^k \), and \( \omega_k \) is a step length, typically determined by a line search method to ensure convergence. For example taking \( R_k \) to be the Riesz operator mapping \( F^* \) to \( F \) results in a steepest descent method, and taking \( R_k \) to be the inverse Hessian \( (D^2\tilde{J}(f_k))^{-1} \) results in a Newton method.

The discretised method can be derived as in the previous section. We omit the details, and write out the method in matrix notation,

\[
   \begin{bmatrix}
   A_h & M_h & A_h^T & -R_h & \omega_k^{-1}
   
   \end{bmatrix}
   \begin{bmatrix}
   w_h^{k+1} \\
   z_h^{k+1} \\
   f_h^{k+1} \\
   \omega_k^{-1} \\
   (\omega_k^{-1} - \alpha R_h) f_h^k
   
   \end{bmatrix}
   =
   \begin{bmatrix}
   M_h f_h^k \\
   M_h d_h \\
   \end{bmatrix}
   k = 0, 1, \ldots \tag{13}
\]
2.5 Analysis of saddle-point systems

The linear system (11) is an example of a saddle-point system. Given reflexive Banach spaces \(V\) and \(Q\), such a system can be written in the standard form

\[
\begin{bmatrix}
  A & B^* \\
  B & 0
\end{bmatrix}
\begin{bmatrix}
  u \\
  p
\end{bmatrix}
= \begin{bmatrix}
  f \\
  g
\end{bmatrix} = b
\]

(14)

where \(A : V \rightarrow V^*\) and \(B : V \rightarrow Q^*\) are bounded linear operators and \((f, g) \in V^* \times Q^* = X^*\). Other examples of saddle-point systems include the Stokes equations and the equations of linear elasticity, and mixed formulations of the Poisson problem and the biharmonic problem.

Stability

It is well-known that system (14) has a solution \((u, p) \in V \times Q = X\) if the Ladyzhenskaya-Babuška-Brezzi (LBB) conditions are satisfied. The theorem and its proof can be found in [12, chapter 2]. Here, a weaker form of the theorem will suffice.

**Theorem 2.1.** Assume \(A\) is bounded, self-adjoint and positive, and assume \(B\) is bounded. In addition assume that there exists constants \(c_A, c_B > 0\), such that

\[
\langle Av, v \rangle \geq c_A^2 \|v\|_V^2 \quad \forall v \in \ker B \subset V
\]

(15a)

\[
\sup_{v \in V} \frac{\langle Bv, q \rangle}{\|v\|_V} \geq c_B \|q\|_Q \quad \forall q \in Q
\]

(15b)

Then the saddle-point system (14) has a unique solution \((u, p) \in V \times Q\) for every \((f, g) \in V^* \times Q^*\), and moreover

\[
\|(u, p)\|_{V \times Q} \leq c \|(f, g)\|_{V^* \times Q^*}
\]

for some constant \(c\) independent of \(u\) and \(p\).

It's important to note that the estimates (15) do not imply that corresponding estimates hold when \(U\) and \(Q\) are replaced with subspaces \(V_h \subset V\) and \(Q_h \subset Q\).

Preconditioning

Recall that the operator \(A\) in (14) maps \(X\) into its dual space \(X^*\). This property commonly holds for linear operators that arises from variational problems. To formulate the minimum residual method and other Krylov subspace methods, it is then necessary introduce a
preconditioner $\mathcal{R}^{-1} : X^* \to X$ in order to construct the Krylov subspace

$$K_k = \text{span}\{(\mathcal{R}^{-1}b, (\mathcal{R}^{-1}A)\mathcal{R}^{-1}b, \ldots, (\mathcal{R}^{-1}A)^{k-1}\mathcal{R}^{-1}b)\}.$$  

For the minimum residual method, the preconditioner has to be a symmetric ($\mathcal{R}^* = \mathcal{R}$) and positive definite isomorphism, which means that the choice of preconditioner is equivalent to a choice of inner product on $X$, in accordance with the Riesz-Fréchet theorem.

The performance of the minimum residual method depends on the spectrum of the preconditioned coefficient matrix. A crude bound for the convergence rate can be determined from the estimate

$$\langle r_k, \mathcal{R}^{-1}r_k \rangle \leq 2 \left( \frac{\kappa(\mathcal{R}^{-1}A)^2 - 1}{\kappa(\mathcal{R}^{-1}A)^2 + 1} \right)^k \langle r_0, \mathcal{R}^{-1}r_0 \rangle,$$

where $r_k = b - Ax_k$ is the residual after $k$ iterations, and $\kappa$ is the condition number

$$\kappa(\mathcal{R}^{-1}A) = \sup_{\lambda \in \sigma_p(\mathcal{R}^{-1}A)} |\lambda| \inf_{\lambda \in \sigma_p(\mathcal{R}^{-1}A)} |\lambda|$$

where $\sigma_p(\mathcal{R}^{-1}A)$ denotes the point spectrum (eigenvalues) of $\mathcal{R}^{-1}A$. For a more detailed discussion of minres convergence rates, see e.g. [36, 32, 48] and the references therein. In particular, the choice of preconditioner is important to ensure good convergence of the method independently of discretisation parameters.

Assuming the conditions of theorem 2.1 hold, we know that there are constants $c_1, c_2 > 0$ such that

$$c_1^{-1} \|x\|_{\mathcal{R}} \leq \|Ax\|_{\mathcal{R}^{-1}} \leq c_2 \|x\|_{\mathcal{R}},$$

where we use the notation $\| \cdot \|_{\mathcal{R}}$ and $\| \cdot \|_{\mathcal{R}^{-1}}$ to emphasise that the norms on $X$ and $X^*$ are induced by $\mathcal{R}$ and $\mathcal{R}^{-1}$, respectively. Elementary computations, which we omit here, reveals that this estimate can be used to determine an upper bound for the condition number of the preconditioned system (and hence an upper bound for the minres convergence rate) from

$$\kappa(\mathcal{R}^{-1}A) = \|A\|\|A^{-1}\| \leq c_1 c_2.$$  

In particular, if the estimates (15) can be shown to hold with constants independent of problem parameters, it follows that the upper bound for the minres convergence rate will also be bounded independently of the parameters.

**Practical preconditioning**

When solving discretised problems, $A$ and $\mathcal{R}$ are replaced by discrete counterparts $A_h$ and $\mathcal{R}_h$, which will typically have sparse matrix representations in the finite element basis. However, the preconditioned minres method calls for the inverse of $\mathcal{R}_h$ which will usually have a dense matrix representation in the same basis. In order to avoid the computationally expensive computation $\mathcal{R}_h^{-1}$, we replace $\mathcal{R}_h^{-1}$ with an approximation $\hat{\mathcal{R}}_h$. The ideal
approximation $\hat{R}_h^{-1}$ induces a norm equivalent to that of $R_h^{-1}$ (uniformly in $h$), and allows for inexpensive matrix-vector operations. Such approximations can be constructed with multilevel methods, see e.g. [8, 51, 10].

2.6 Regularisation

Remark. The functional in (2) can be written

$$J_\alpha = J_0 + \frac{\alpha}{2} \int_\Omega f^2 \, dx.$$  \hspace{1cm} (16)

Here, $J_0$ measures the misfit, which we can consider the “real” quantity we seek to minimise, with second term being artificial penalty term. A naive approach would be solve the inverse Poisson problem without the second term in the functional, i.e. to solve problem (3) sense with $\alpha = 0$. Unfortunately, this does not work.

In order to obtain meaningful solutions to a problem, we want the problem to be well-posed as defined by Jacques Hadamard[33]: A problem is well-posed if a solutions exists, the solution is unique and depend continuously on the data.

Inverse problems are typically not well-posed, and the last term of the functional in (2) has been added to recover a well-posedness. This technique is an example of Tikhonov regularisation (see e.g. [69, chapter 1]), and the parameter $\alpha > 0$ determines the “strength” of the regularisation: As $\alpha \to 0$, the problem becomes harder to solve, reflecting that it is ill-posed in the limit $\alpha = 0$. In practical terms, as $\alpha$ decreases, the condition number of the optimality system increases, and the convergence rate of the minres iterations deteriorates.

2.7 Generalization

The example presented here is very simple because of the quadratic functional and linear constraint. Generally, PDE-constrained optimisation problems occurring in practice are complicated by non-smooth functionals, nonlinear PDE constraints, and additional inequality constraint on the control or state variable. Consequently, the theory of PDE-constrained optimisation is far richer than the elementary exposition presented here may indicate.

The mentioned complicating features typically results parametrised perturbations to the problem and nested iterative schemes. For example, if the optimality conditions (6) are nonlinear, they will have to be solved iteratively, for example with a Newton method. Within each Newton iteration, a linear saddle point system similar to (10) have to be solved. Although the exposition above treats a simplistic PDE-constrained optimisation problem, the methods are still applicable to more complex problems, as building blocks in more complex solution methods.
Consider the optimal control problem where we minimise the functional

\[ J(f, u) = \frac{1}{2} \| Tu - d \|^2_H + \frac{\alpha}{2} \| f \|^2_F \]  

(17a)

over \( f \) and \( u \) in some Hilbert spaces \( F \) and \( V \), and where \( T : V \to H \) is an observation operator, so that the first term in (17a) measures misfit with some data \( d \). The minimisation is subject to the constraint

\[ Au + Bf = 0, \]  

(17b)

where \( A : V \to W^* \) and \( B : F \to W^* \) are bounded linear operators, for example those arising from variational formulation of a linear PDE. The problem (17) can be solved with the method of Lagrange multipliers, as described in section 2.2. The saddle point of the Lagrangian

\[ \mathcal{L}(f, u, w) = J(f, u) + (Au + Bf)w. \]

is the solution of the linear optimality system

\[
\begin{pmatrix}
\alpha R_F & B \\
T^*T & A^* \\
B & A
\end{pmatrix}
\begin{bmatrix}
f \\ u \\ w
\end{bmatrix} =
\begin{bmatrix}
0 \\ T^*d \\ 0
\end{bmatrix} = b,
\]  

(18)

where \( R_F : F \to F^* \) is the operator defining the inner product on \( F \), i.e. \( (f, g)_F = Rfg \) for all \( f, g \in F \).

### 3.1 Distributed control and observation

The most studied examples of (17) are variants of the “prototype problem” (3), with a tracking-type functional constrained by an elliptic PDE. As an example, consider the problem

\[
\begin{align*}
\text{minimise:} & \quad J(f, u) = \frac{1}{2} \| u - d \|^2_{L^2(\Omega)} + \frac{\alpha}{2} \| f \|^2_{L^2(\Omega)} \\
\text{subject to:} & \quad \begin{cases}
u - \Delta u + f = 0 & \text{in } \Omega \\
\nabla u \cdot n = 0 & \text{on } \partial \Omega
\end{cases}
\end{align*}
\]

(19a)

(19b)

Note that form PDE (19b) is chosen to simplify the presentation here, and the analysis can be generalised to similar elliptic PDE constraints. The more important structure of (19), as we will see, is that the control, state, and observational data are all distributed in over the same domain \( \Omega \).

Assuming the same Galerkin discretisation \( V_h \subset H^1(\Omega) \) is employed for all three fields,
the discretised optimality system reads

\[ \begin{bmatrix} \alpha R_0 & R_0 \\ R_0 & R_1 \end{bmatrix} \begin{bmatrix} f \\ u \\ w \end{bmatrix} = \begin{bmatrix} 0 \\ R_0d \end{bmatrix} = b, \]

(20)

where \( R_0 \) and \( R_1 \) are operators defining the \( L^2(\Omega) \) and \( H^1(\Omega) \) inner products \( V_h \). Problem (20) is a special case of the general problem (18), with \( T^*T = B = RF = R_0 \), equipping it with a lot more structure to exploit than the general problem.

Now the first equation of (20) allows for eliminating the control variable (see e.g. [14, 38] for the case with additional control constraints), and this would reduce the computational costs of solving the system. Here we choose to retain the full system to preserve the standard saddle point form of the system so that it can be analysed with the techniques of sections 2.5 and 2.5, noting that analysis for the full system readily carries over to the system with the control eliminated.

Since the optimisation problem is not well-posed in the absence of regularisation, the condition number of the coefficient matrix in (18) blows up as \( \alpha \to 0 \). As a consequence, the iteration numbers for a minres solver applied to (18) tend to increase as \( \alpha \) decreases.

Considerable effort has gone into developing preconditioners for optimality systems (18) that are robust with respect to the regularisation parameter \( \alpha \), in the sense that the condition number for the preconditioned system is bounded independently of \( \alpha \in (0, 1) \) as well as of the mesh size.

For example, in [61] a robust preconditioner for (20) is developed. This block-diagonal preconditioner reads

\[ B_\alpha = \begin{bmatrix} \alpha R_0 & R_0 \\ R_0 & \hat{S} \end{bmatrix} \]

(21)

and the robustness of the preconditioner follows from the Schur complement approximation

\[ S = \frac{1}{\alpha} R_0 + R_1 R_0^{-1} R_1 \approx \left( R_1 + \frac{1}{\sqrt{\alpha}} R_0 \right) R_0^{-1} \left( R_1 + \frac{1}{\sqrt{\alpha}} R_0 \right) = \hat{S}, \]

which is valid for small values of \( \alpha \). A practical preconditioner is obtained by replacing the inverse action \( R_0 \) and \( R_1 \) with less expensive approximations, e.g. Gauss-Seidel iterations for \( R_0 \) and multigrid cycles for \( R_1 \). This method has been adapted to optimal control problems with other PDE constraints, e.g. parabolic PDEs[53], convection diffusion[55], Stokes[66] and Navier-Stokes[52]. Adaptions to problems with additional constraints can be found in [65] and [54].

In [63] a robust preconditioner for (18) is derived using an operator preconditioning[3, 48] approach with nonstandard norms. The preconditioner, which differs from that in (21), is defined

\[ B_\alpha = \begin{bmatrix} \alpha R_0 & \sqrt{\alpha} R_1 \\ \sqrt{\alpha} R_0 + R_1 \end{bmatrix} \]

(22)
This technique has been adapted to Stokes control in [74], time-periodic parabolic optimal control in [40].

3.2 Generalizations

The base problem (17) is naturally generalised by letting observation and control be restricted to parts of the domain of the state equation. For example let $\Omega_1 \subset \Omega$ and $\Omega_2 \subset \Omega$ be open subsets, and consider the problem

\[
\text{minimise: } J(f, u) = \frac{1}{2} \| u - d \|^2_{L^2(\Omega_1)} + \frac{\alpha}{2} \| f \|^2_{L^2(\Omega_2)},
\]

subject to:

\[
\begin{align*}
  u - \Delta u + f &= 0 \quad \text{in } \Omega_2 \\
  u - \Delta u &= 0 \quad \text{in } \Omega \setminus \Omega_2 \\
  \nabla u \cdot n &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

This problem was investigated in a more general setting, including additional constraints, in [62]. However, when $\Omega_1$ and $\Omega_2$ are proper subsets, it is not clear how to obtain a practical preconditioner, and the problem is even more challenging if the two regions do not overlap.

Other interesting problems arise when the controlled or observed region is restricted to the boundary or another set of lower topological dimension. Some classes of boundary control problems with observation across the domain were studied in [53] and robust preconditioners were derived by constructing an approximate Schur complement similar to (21). In [20], a robust preconditioning technique for a similar problem where the control is regularised in the weaker norm of the dual space $H^1(\Omega)^*$. The model problem for boundary observation reads

\[
\begin{align*}
\text{minimise: } J(f, u) &= \frac{1}{2} \| u - d \|^2_{L^2(\partial \Omega)} + \frac{\alpha}{2} \| f \|^2_{L^2(\Omega)}, & (24a) \\
\text{subject to: } & \begin{cases}
  u - \Delta u + f = 0 \quad \text{in } \Omega \\
  \nabla u \cdot n = 0 \quad \text{on } \partial \Omega.
\end{cases} & (24b)
\end{align*}
\]

Note that the only change compared to (20) is that only boundary values are fitted to the data. The corresponding optimality system reads

\[
Ax = \begin{bmatrix}
\alpha R_0 & R_0 \\
R_0 & R_1
\end{bmatrix}
\begin{bmatrix}
f \\
u
\end{bmatrix}
= \begin{bmatrix}
0 \\
R_{0,\partial\Omega} d
\end{bmatrix} = b,
\]

which is similar to (20) but the operator $R_{0,\partial\Omega}$, associated with the $L^2(\partial \Omega)$ inner product, has a nontrivial kernel, consisting of all the functions that vanish on the boundary. This significantly changes the structure of the problem compared (20), in particular the Schur complement used to derive (21) cannot be formed and the coercivity estimates used to derive (22) breaks down.
In this paper we derive a robust preconditioning technique for the optimality system problem (25). The method is based on a reformulation of the problem, assuming higher regularity of the state variable. This approach allows establishing parameter-dependent norms in which the operator of (25) defines an isomorphism.

It is well-known that the solution of elliptic PDEs may have better than $H^1$-regularity, depending on the domain and boundary conditions, as well as the smoothness of the source term and any coefficients in the PDE. For the simple PDE under consideration, the following holds.

**Theorem 3.1.** Let $\Omega$ be a $C^{1,1}$ domain or a convex domain, and let $f \in L^2(\Omega)$. Then there is a $u \in H^2(\Omega)$ satisfying the boundary value problem (24b), with

$$\|u\|_{H^2(\Omega)} \leq C\|f\|_{L^2(\Omega)}$$

for some constant $C$ depending only on the domain $\Omega$.

For a more general statement and proof, see the classical texts [29, 28]. For a non-convex polygonal domain, the solution will be in the linear span of $H^2(\Omega)$ and a finite number (equal to the number of reentrant corners) of basis functions that are $H^2$-unbounded in the neighbourhood of a reentrant corner.

The improved regularity allows for formulating the optimality system (24) in $L^2(\Omega) \times H^2(\Omega) \times L^2(\Omega)$, where $H^2(\Omega)$ is understood to have the boundary condition imposed, instead of “standard setting” of $L^2(\Omega) \times H^1(\Omega) \times H^1(\Omega)$.

In this new formulation, the optimality system assumes the form

$$A_\alpha x = \begin{bmatrix} \alpha R_0 & R_0 & f \\ R_{0,\partial \Omega} & A^* & u \\ R_0 & A & z \end{bmatrix} = \begin{bmatrix} 0 \\ R_{0,\partial \Omega} d \\ 0 \end{bmatrix}$$

(26)

where the operator $A$ is not symmetric, since integration by parts is not carried out as in the standard variational form of the Laplacian. We show that the operator $A_\alpha$ is stable in norms induced by the symmetric positive isomorphism

$$R_\alpha = \begin{bmatrix} \alpha R_0 & R_{0,\partial \Omega} & \alpha R_2 \\ R_{0,\partial \Omega} & R_{0,\partial \Omega} + \alpha R_2 \\ R_0 \end{bmatrix}$$

(27)

where $R_2$ is an operator defining the standard inner product on $H^2(\Omega)$. A robust block-preconditioner for the optimality system (26) can be based on (27). For example, by using multigrid cycles to construct an approximate inverse to the (2,2) block of (27), and symmetric Gauss-Seidel iterations for approximate inversion of the (1,1) and (3,3) blocks. The analysis is supported with numerical results.
3.4 Conclusions

The method presented in the paper relies on a reformulation of the method with an assumption of more regularity on state variable. If the domain $\Omega$ satisfies the conditions of theorem 3.1, then solution does not change under this reformulation. On the other hand, if the conditions are not satisfied, then the new formulation excludes solutions that are $H^2(\Omega)$-defective in a neighbourhood of the reentrant corners. This is not necessarily a significant drawback. For instance, $H^2$-defective solutions may be considered discretisation artifacts if we are using a polygon to approximate a smooth domain $\Omega$.

A more severe limitation appears when the PDE constraint (24b) is complicated with the introduction of spatially varying coefficients. In this case, we would have to impose smoothness requirements on the coefficients to ensure $H^2$-regularity of the state variable.

A more practical consequence is that finite-dimensional subspaces $H^2(\Omega)$ can be more complicated to construct. In particular, $C^1$ finite element methods with nodal polynomial basis functions becomes nearly intractable in three dimensions[73]. Alternative discretisation schemes such as iso-geometric analysis[17] and virtual element methods[13] may be more suitable, but it is not clear how to obtain effective multilevel preconditioners for the fourth order block in (27). Another possibility would be to use nonconforming methods as in [11], where a $C^0$ interior penalty method was used to discretise the model problem (19).

The technique presented in the paper can be adapted to similar problems with distributed control. In the abstract setting of (17), the fourth operator takes the form

$$R_\alpha = T^*T + \alpha A^*A.$$ 

An interesting example is the parabolic problem $A = \partial_t + (1 - \Delta)$, from which we obtain an anisotropic operator $A^*A = -\partial_t^2 + (1 - \Delta)^2$. Multilevel techniques may then be used to construct an approximate inverse to $R_\alpha$ as in [27]. This approach is interesting as the parabolic equation does not have to solved as part of the iterative scheme.

Finally, it is worth pointing out that the robust preconditioning techniques we have discussed in no way gets around the fundamental issue of the inverse problem being ill-posed in absence of regularisation. Such techniques shift the $\alpha$-dependence of the condition number of the preconditioned system over to the stopping criterion of the iterative scheme. The merit of $\alpha$-independent preconditioning is limited, since the cost of solving the problem to a parameter-independent tolerance stays roughly the same. See e.g. [49] for a discussion of minres performance with standard norms.
4 Parameter-robust preconditioning for a class of saddle point problems with trace constraints coupling problems of different dimensionality

In this section let $\Omega \subset \mathbb{R}^n$, $n = 2, 3$, be an open and bounded Lipschitz domain, and let $\Gamma$ be a submanifold of $\Omega$ of topological dimension $n - k$, $k = 1, 2$. Consider the problem

\begin{align}
-\Delta u + \sigma \delta_{\Gamma} p &= f \quad \text{in } \Omega \\
-\Delta v - p &= g \quad \text{on } \Gamma \\
\sigma u - v &= 0 \quad \text{on } \Gamma. \tag{28c}
\end{align}

Here $\sigma > 0$ is a parameter and $\delta_{\Gamma}$ denotes Hausdorff measure concentrated on $\Gamma$, i.e. $\delta_{\Gamma}(U) = H^{n-k}(U \cap \Gamma)$ for open $U \subset \mathbb{R}^n$. The measure is $\delta_{\Gamma}$ has properties similar to that of the atomic Dirac measure, and its presence in (28) implies that the problem must be understood in a variational sense. For simplicity, we assume homogeneous Dirichlet boundary conditions for $u$ and $v$.

Problem (28) arises as a limit of the problem

\begin{align}
-\nabla \cdot [(1 + \phi_\epsilon \sigma) \nabla u] &= f + \phi_\epsilon g, \\
\text{where } \phi_\epsilon(x) &= \epsilon^{-1} \phi(\epsilon^{-1} \text{dist}(x, \Gamma)) \text{ and } \phi \in C^\infty(\mathbb{R}; \mathbb{R}_+) \text{ with supp } \phi \subset [0, 1) \text{ and } \int_{\mathbb{R}} \phi dx = 1. \text{ In other words, } \Gamma \text{ can be considered a lower-dimension approximation of a thin, highly conductive structure. The problem is relevant to biomedical applications coupling fluid flow through tissue with flow along vascular networks, avoiding the difficulties of having to fully resolve the complex structure of the vasculature[19, 15, 18, 2].}
\end{align}

The system of equations (28) can also be derived from the minimisation problem

\begin{align}
\text{minimise: } & \int_\Omega \frac{1}{2} |\nabla u|^2 - fu \, dx + \int_\Gamma \frac{1}{2} |\nabla v|^2 - gv \, ds \tag{29a} \\
\text{subject to: } & \sigma \gamma_{\Gamma} u = v, \tag{29b}
\end{align}

where $\gamma_{\Gamma}$ denotes a suitable trace operator, i.e. $\gamma_{\Gamma} u = u|_{\Gamma}$ for $u \in C(\overline{\Omega})$. This minimisation problem is a constrained minimisation problem similar to (3) treated in section 2, although the constraint is not a PDE. In particular, the method of Lagrange multipliers is applicable to (29), with the resulting optimality conditions (28), the variable $p$ playing the role of the Lagrange multiplier for the trace constraints.

The problem (29) is relevant to domain decomposition methods with Lagrange multipliers [46] and problems coupling finite element and boundary element methods such as [25, 35]. A fourth-order problem similar to (29) can be used to model the bending of thin plates reinforced with ribs [70, chapter 9].

The mapping properties of the trace operator is central to this problem, and we briefly recall some of the relevant theory. The Besov space $B^{s}_{p,r}(\Omega)$, $s \in (0, 1)$, $1 \leq p < \infty$ is
formally defined as an interpolation space \([6, 1]\) and can be equipped with the norm
\[
\| u \|_{B^{s,p}_{p,p}(\Omega)} = \left( \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{n-2sp}} \, dx \, dy \right)^{\frac{1}{p}}
\] (30)

Let \( \gamma : C(\mathbb{R}^{n+1}) \to C(\mathbb{R}^n) \) be the trace operator defined \( \gamma u(x_1, \ldots, x_n, 0) = u(x_1, \ldots, x_n, 0) \). The following theorem characterising the traces of Sobolev and Bseov functions can be found textbooks, see e.g. [1, chapter 8] and [71, chapter 2].

**Theorem 4.1.** Let \( 1 < p < \infty \).

1. The trace operator is bounded as a mapping of \( W^{1,p}(\mathbb{R}^n) \) into the Besov space \( B^{s,1/p}_{p,p}(\mathbb{R}^n) \) and has a bounded right inverse.

2. The trace operator is bounded as a mapping from \( B^s_{p,1}(\mathbb{R}^{n+1}) \) into the Besov space \( B^{s,1/p}_{p,p}(\mathbb{R}^n) \) for \( s > 1/p \), and it has a bounded right inverse for all \( s \in (0, 1) \).

For \( \Gamma \) with codimension 1, theorem 4.1 (along with standard extension theorems) establishes that \( \gamma_\Gamma : H^1(\Omega) \to H^{1/2}(\Gamma) \) is bounded and surjective. In this case, the problem (28) is very closely related to an immersed boundary problem, where the Dirichlet boundary conditions are imposed using the method of Lagrange multipliers, see e.g. [4, 57].

For \( \Gamma \) with codimesion 2, the situation is more complicated. Theorem 4.1 does not allow for taking consecutive traces of \( H^1 \)-functions into \( L^2 \), in fact this operation is known to be unbounded [44, chapter 3]. Boundedness can be be recovered by imposing additional smoothness or integrability on the function space. In [19] weighted Sobolev spaces \( W^{1,p}_w(\mathbb{R}^3) \) were used to impose improved integrability locally around a one-dimensional \( \Gamma \), allowing for well-defined traces from \( W^{1,p}_w(\mathbb{R}^3) \) into \( L^2(\Gamma) \).

### 4.1 Paper II

In this paper we develop robust preconditioners for the system (28). As remarked above, (28) defines the optimality conditions for the minimisation problem (29), hence naturally have a saddle point structure. Babuska-Brezzi theory (see e.g. [12, chapter 2]) provides framework for analysing such systems, and ideal preconditioners are derived from the theory of operator preconditioning[48].

Only the case of a 2D-1D coupling is considered, so that the trace is well-defined with standard spaces. The natural function space setting for (28) is then \((u, v) \in H^1_0(\Omega) \times H^1(\Gamma)\) for the primary variables, and for the Lagrange multiplier \( p \) we identify a suitable fractional space.

The presence of homogeneous boundary conditions means that the image of the trace is characterized as \( H^{1/2}_{00}(\Gamma) \), defined as the linear subspace of \( H^{1/2}(\Gamma) \) consisting of functions that can, in a specific sense, be extended by zero outside of \( \Gamma \). More precisely, if \( \hat{\Gamma} \) is a (Lipschitz) curve such that \( \Gamma \subset \hat{\Gamma} \), \( H^{1/2}_{00}(\Gamma) \) is defined as the completion of \( D(\Gamma) \) in the norm
\[
\| v \|_{H^{1/2}_{00}(\Gamma)} = \| \tilde{v} \|_{H^{1/2}(\Gamma)} \quad \text{where} \quad \tilde{v}(x) = \begin{cases} v(x) & \text{if } x \in \Gamma \\ 0 & \text{otherwise} \end{cases}
\]
Note that space $H^{1/2}_{00}(\Gamma)$ is independent (up to norm equivalence) of the extension domain $\tilde{\Gamma}$ which is used only for theoretical considerations.

With the choice of spaces outlined above, the problem (28) takes the form of a saddle-point system

$$A_x \begin{bmatrix} A_\Omega & \sigma \gamma^* \\ \sigma \gamma & j^* \end{bmatrix} \begin{bmatrix} u \\ v \end{bmatrix} = \begin{bmatrix} f \\ g \end{bmatrix} = b \quad (31)$$

Where $A_\Omega$ and $A_\Gamma$ denotes the variational Laplacian on $\Omega$ and $\Gamma$ respectively, and $j$ denotes the continuous embedding of $H^1_0(\Gamma)$ into $H^{1/2}_{00}(\Gamma)$. We define parameter-dependent spaces $V$ and $Q$,

$$V = H^1_0(\Omega) \times H^1_0(\Gamma)$$
$$Q = H^{-1}(\Omega) \cap \sigma H^{1/2}_{00}(\Gamma)^*,$$

where the norms are given by

$$\|(u,v)\|_V = \left(\|u\|^2_{H^1(\Omega)} + \|v\|^2_{H^1(\Gamma)}\right)^{\frac{1}{2}} \quad (32a)$$
$$\|p\|_Q = \left(\|p\|^2_{H^{-1}(\Gamma)} + \sigma^2\|p\|^2_{H^{1/2}(\Gamma)^*}\right)^{\frac{1}{2}}. \quad (32b)$$

The system (31) has standard saddle point form, and is readily analysed with Babuška-Brezzi theory[12, chapter 2]. In the paper we show that the coefficient matrix $A$ in (31) defines an isomorphism mapping $V \times Q$ onto $V^* \times Q^*$, such that both $\|A\|$ and $\|A^{-1}\|$ are bounded independently of $\sigma$. This demonstrates the well-posedness of the problem, and additionally, in accordance with operator preconditioning techniques[48], an ideal preconditioner is provided by the Riesz operator associated with the norms (32).

The stability estimates for (31) do not in general apply when $V$ and $Q$ are replaced with discrete subspaces, making it necessary to identify stable subspaces $V_h \subset V$ and $Q_h \subset Q$. If $V_h$ is a finite element space and $\Gamma$ does not intersect element interiors, we can simply take $Q_h$ to be the exact trace space of $V_h$, and the numerical experiments in the paper are carried out in this setting. In the general case, one would have to more carefully select the subspace $Q_h$ to ensure that the trace constraint is not too strong[4, 57].

For preconditioning the discretised systems, we need a computationally inexpensive operator that is spectrally equivalent with Riesz operator associated with the fractional norm (30). However, the non-local nature of the fractional norm makes it impractical to work with directly. Instead, we use a spectral construction of the fractional operator following [44, chapter 3]. This operator induces a norm equivalent to (30), a consequence of the fact that essentially all interpolation methods coincide on Hilbert spaces[16]. The smaller size and tri-diagonal structure of the discrete 1D Laplacian makes this approach viable in terms of computational expense. In the paper we present numerical results demonstrating effectiveness this technique.
4.2 Conclusions

In the paper only the 2D–1D problem is considered. While the analysis can also be carried out in the 3D–2D setting, a preconditioner based on matrix diagonalisation would scale poorly without a tri-diagonal structure to exploit. Therefore, the method presented in the paper is not suitable if the dimension of $Q_h$ is large, and other methods for constructing an approximate fractional operator with better scaling properties should be used instead. For example an approximate Poincaré-Stekhlov operator can be constructed, using one multi-grid V-cycle on $A_\Omega$. Other approaches include approximating the fractional operator with contour integrals as in [34], or applying BPX preconditioning techniques[9, 7].

Another limitation is that the tridiagonal structure of $A_\Gamma$ may break down even in the 2D–1D setting. This happens if the problem is discretised with polynomial elements of degree $> 1$, or if the 1D structure is branching. Possible remedies for this is making use of first order elements on a refined mesh for constructing the preconditioner, and using domain decomposition techniques for the branching.

The analysis presented in the paper does not easily generalise to the much more interesting 3D–1D setting. However, the smaller size of the 1D domain means the diagonalisation technique may useful. In [41] some results for this approach are presented without analysis.

5 Variational data assimilation for transient blood flow

Cerebral aneurysms are present in about 5% of the population[5]. The risk of rupture is fairly low, but when it happens, it fatal in more than half the cases, the half the survivors suffers morbidity. Detailed characteristics of the cerebral blood flow can potentially assist medical professionals in identifying the aneurysms having the great risk of rupture.

Imaging techniques, such as ultrasound and phase-contrast magnetic resonance imaging (PC-MRI), can provide non-invasive measurements of flow of the arterial bloodflow in the brain. However, the data obtained with these techniques may not have sufficient resolution to provide the detailed characteristics desired.

In recent years computational fluid mechanics (CFD) has received a lot of attention as a tool for investigating cerebral blood flow. The high temporal and spatial resolution afforded by CFD can reveal potentially important flow characteristic, for example turbulent or transitional flow, and allow for computation of quantities that cannot be directly measured in patient, such as pressure and wall shear stresses.

The accuracy of CFD simulation naturally depends on the computational model used and the inputs provided to it. Modelling the blood as a Newtonian fluid and disregarding the interaction between the fluid and the vessel walls been shown to be reasonable modelling simplifications. The uncertainty of the inputs, specifically the geometry and the boundary conditions, remains the main source of inaccuracy in simulations[59, 60, 21, 64]. In particular, this applies to the flow or pressure values prescribed on the artificial boundaries of the computational domain resulting from simulating only a part of the arterial system. Numerical simulations are highly sensitive to such values since they essentially determine the division of flow between the branches of arterial bifurcations.
One way of obtaining suitable boundary conditions is to combine the hemodynamical model with a simplified model for the cardiovascular system, providing averaged values pressure values or flow rates at the boundaries. A mathematical framework for this has been developed in [37, 72, 23, 24].

Another way to account for the unknown boundary conditions is to make use of measurements of the flow velocity field. Using the measurement values for the boundary conditions is likely to produce poor results, due to the poor resolution and presence of noise in the data.

A more robust approach is solving the inverse problem of recovering the boundary conditions that best reproduces the measured flow. This form of optimal control problem for the Navier-Stokes equations have been investigated in e.g. [26, 30, 43]. A theoretical framework in the hemodynamics context has been developed in [67, 31, 68], where the authors considered stationary flow with measurement data from crossections of the flow. A similar inverse problem have also been investigated in [39], and with reduced order methods in [47, 42]. Other related works includes compliance recovery[56] and shape optimisation[58] in a hemodynamical context.

5.1 Paper III

In this paper we apply variational data assimilation techniques to transient blood flow. We aim to minimise misfit between simulation and data, measured with the functional

\[
J(f, u) = \frac{1}{2} \|Tu - d\|^2_H + \frac{\alpha}{2} \|f\|^2_F, \tag{33}
\]

where \(d \in H\) is the observational data, belonging to some Hilbert space \(H\), and \(u\) is a solution of the hemodynamic model given boundary conditions \(f \in F\) as input parameters, for some Hilbert space \(F\). The operator \(T\), mapping velocity fields to data, can be thought of as a virtual measuring device, and ideally, mimics the MRI machine.

The model we use for the blood flow is the incompressible Navier-Stokes equations with Newtonian viscosity. In scaled quantities, the equations reads

\[
\begin{align*}
 u_t + (u \cdot \nabla)u - \text{Re}^{-1} \Delta u - \nabla p &= 0 \tag{34a} \\
 \nabla \cdot u &= 0, \tag{34b}
\end{align*}
\]

where \(\text{Re}\) is the Reynolds number, which here is typically around 350 for blood flow in cerebral arteries.

The PDE model must be closed with suitable boundary conditions. For this, we assume stationary vessel walls with noslip condition. The velocity field on the remaining parts of the boundary, the inlet and outlets of the computational domain, are unknowns that we want obtain from solving the inverse problem. However, prescribing a velocity to all inlets and outlets is known to adversely affect the stability of numerical simulation, and will result in an inconsistent problem if the net flow is nonzero.

A more practical approach is to prescribe velocity fields for the inlet and all but one outlets, and for the last outlet impose a traction-free condition. In summary, the boundary
conditions reads

\begin{align*}
  u &= 0 & \text{on } \Gamma_{\text{wall}} \\
  u &= f_i & \text{on } \Gamma_i, \quad i = 0, \ldots, m - 1 \\
  (Re^{-1} \nabla u + Ip)n &= 0 & \text{on } \Gamma_m,
\end{align*}

where \( \partial \Omega = \Gamma_{\text{wall}} \cup \bigcup_{i=0}^{m} \Gamma_i \).

The resulting optimisation problem reads

\begin{align*}
  \text{minimise:} & \quad J(f, u) \\
  \text{subject to:} & \quad (34)–(35)
\end{align*}

and can be solved with methods discussed in section 2, adapted to the nonlinear PDE constraint for this problem. Here, we solve the reduced problem using the LBFGS algorithm, a robust method for large unconstrained optimisation problems.

The LBFGS is a descent algorithm that can be written in general form (12), where \( R_k : F^* \to F \) is an iteratively constructed approximation of the inverse Hessian. The constructed operators \( R_k \) build on an initial operator \( R_0 = R_F \), the operator determining the inner product on \( F \), which is such a way that \( R_F \) has an easily invertible tensor product structure. Combined by choosing step lengths \( \omega_k \) that satisfy the strong Wolfe conditions, this ensures convergence of the method (see e.g. [50, chapter 6]).

The PDE is linearised with Newton’s method and discretised with stabilised P1-P1 elements using FEniCS[45]. The discretely consistent derivative is derived automatically using dolfin-adjoint[22].

The method is tested on a 2D and 3D test cases. For the 2D case, we generate synthetic data and examine the effect of noise and regularisation. For the 3D test case, we use geometry and measurement data obtained from 4D-PCMRI of an aneurysm in a dog. We compare the solution to (36) with a state of the art solver for the forward problem, where the flow boundary conditions are determined by vessel diameter and an idealised heart cycle.

5.2 Conclusions

We have demonstrated the feasibility of solving the inverse problem (36) for a transient flow in a realistic 3D geometry. However, there are several limitations to the method as we have implemented it. For one, to compare measurement data simulated velocity, we interpolated the data on the simulation mesh. Ideally, the simulated velocity would instead be subjected to an observation operator that mimics the MRI machine, but it not clear to us how this should be done in practice.

Another limitation is that for the 3D test case, the physical models were not the same. To keep the computational cost of the two approaches roughly equal, the viscosity was increased for the inverse problem. This makes it difficult to draw a meaningful conclusion from the comparison.
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Abstract Regularization robust preconditioners for PDE-constrained optimization problems have been successfully developed. These methods, however, typically assume observation data and control throughout the entire domain of the state equation. For many inverse problems, this is an unrealistic assumption. In this paper we propose and analyze preconditioners for PDE-constrained optimization problems with limited observation data, e.g. observations are only available at the boundary of the solution domain. Our methods are robust with respect to both the regularization parameter and the mesh size. That is, the condition number of the preconditioned optimality system is uniformly bounded, independently of the size of these two parameters. The method does, however, require extra regularity. We first consider a prototypical elliptic control problem and thereafter more general PDE-constrained optimization problems. Our theoretical findings are illuminated by several numerical results.
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1 Introduction

Consider the model problem:

\[
\begin{align*}
\min_{f,u} \left\{ \frac{1}{2} \| u - d \|^2_{L^2(\partial \Omega)} + \frac{\alpha}{2} \| f \|^2_{L^2(\Omega)} \right\},
\end{align*}
\]

(1)

on a Lipschitz domain \( \Omega \subset \mathbb{R}^n \), subject to

\[
\begin{align*}
-\Delta u + u + f &= 0 \quad \text{in } \Omega, \\
\frac{\partial u}{\partial n} &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

(2)

(3)

This minimization task is similar to the standard example considered in PDE-constrained optimization. But instead of assuming that observation data is available everywhere in \( \Omega \), we consider the case where observations are only given at the boundary \( \partial \Omega \) of \( \Omega \), that is \( d \in L^2(\partial \Omega) \), see the first term in (1). For problems of the form (1)–(3), in which the objective functional is replaced by

\[
\begin{align*}
\frac{1}{2} \| u - d \|^2_{L^2(\Omega)} + \frac{\alpha}{2} \| f \|^2_{L^2(\Omega)}
\end{align*}
\]

(4)

very efficient preconditioners have been developed for the associated KKT system. In fact, by employing proper \( \alpha \)-dependent scalings of the involved Hilbert spaces [14], or by using a Schur complement approach [13], methods that are robust with respect to the size of the regularization parameter \( \alpha \) have been developed. More specifically, the condition number of the preconditioned optimality system is small and bounded independently of \( 0 < \alpha \ll 1 \) and the mesh size \( h \). This ensures good performance for suitable Krylov subspace methods, e.g. the minimum residual method (MINRES), independently of both parameters. These techniques have been extended to handle time dependent problems [12] and PDE-constrained optimization with Stokes equations [17], but the rigorous analysis of \( \alpha \)-independent bounds always requires that observations are available throughout all of \( \Omega \).

For cases with limited observations, for example with cost-functionals of the form (1), efficient preconditioners are also available for a rather large class of PDE-constrained optimization problems, see [10,11]. But these techniques do not yield convergence rates, for the preconditioned KKT-system, that are completely robust with respect to the size of the regularization parameter \( \alpha \). Instead, the number of pre-
conditioned MINRES iterations grows logarithmically\(^1\) with respect to the size of \(\alpha^{-1}\), as \(\alpha \to 0\):

\[
a + b \log_{10}(\alpha^{-1})
\]

for constants \(a, b\) independent of \(\alpha\). According to the numerical experiments presented in [11], the size of \(b\) may become significant. More specifically, \(b \in [5, 50]\) for problems with simple elliptic state equations posed on rectangles. Thus, for small values of \(\alpha\), MINRES may require rather many iterations to converge—even though the growth in iteration numbers is only logarithmic.

In practice, observations are rarely available throughout the entire domain of the state equation. On the contrary, the purpose of solving an inverse problem is typically to use data recorded at the surface of an object to compute internal properties of that object: Impedance tomography, the inverse problem of electrocardiography (ECG), computerized tomography (CT), etc. This fact, combined with the discussion above, motivate the need for further improving numerical methods for solving KKT systems arising in connection with PDE-constrained optimization.

This paper is organized as follows. In the next section we derive the KKT system associated with the model problem (1)–(3). Our \(\alpha\) robust preconditioner is presented in Sect. 3, along with a number of numerical experiments. Sections 4 and 5 contain our analysis, and the method is generalized in Sects. 6 and 7. In Sect. 8 we discuss the preconditioner when applied to a standard finite element approximation of the problem. Section 9 provides a discussion of our findings, including their limitations.

2 KKT system

Consider the PDE (2) with the boundary condition (3). A solution \(u\) to this elliptic PDE, with source term \(f \in L^2(\Omega)\), is known to have improved regularity, i.e. \(u \in H^s(\Omega)\), for some \(s \in [1, 2]\), with \(s\) depending on the domain \(\Omega\). In the remainder of this paper we assume that the solution \(u\) is in \(H^2(\Omega)\) for any source term \(f \in L^2(\Omega)\). This assumption is known to hold if \(\Omega\) is convex or if \(\partial \Omega\) is \(C^2\), see e.g. [5, 7].

When solutions to (2) exhibit \(H^2(\Omega)\)-regularity, we can write the problem on the non-standard variational form: Find \(u \in \tilde{H}^2(\Omega)\) such that

\[
(-\Delta u + u, w)_{L^2(\Omega)} + (f, w)_{L^2(\Omega)} = 0 \quad \forall w \in L^2(\Omega),
\]

where

\[
\tilde{H}^2(\Omega) = \left\{ \phi \in H^2(\Omega) \mid \frac{\partial \phi}{\partial n} = 0 \text{ on } \partial \Omega \right\},
\]

\(^1\) In [10,11] it is proved that the number of needed preconditioned MINRES iterations cannot grow faster than

\[
a + b \left[\log_{10}(\alpha^{-1})\right]^2.
\]

Furthermore, in [11] it is explained why iterations counts of the kind (5) often will occur in practice.
equipped with the inner product
\[
(u, v)_{H^2(\Omega)} = \int_{\Omega} \nabla^2 u : \nabla^2 v + \nabla u \cdot \nabla v + uv \, dx
= \int_{\Omega} \Delta u \Delta v + \nabla u \cdot \nabla v + uv \, dx.
\]
(7)

Here $\nabla^2 u$ denotes the Hessian of $u$, and the second identity is due to the boundary condition $\frac{\partial u}{\partial n} = 0$ imposed on the space $\bar{H}^2(\Omega)$.

We will see below that, in order to design a regularization robust preconditioner for (1)–(3), it is convenient to express the state equation in the form (6), instead of employing integration by parts/Green’s formula to write it on the standard self-adjoint form.

2.1 Optimality system

We may express (1)–(3) in the form:
\[
\min_{f \in L^2(\Omega), u \in \bar{H}^2(\Omega)} \left\{ \frac{1}{2} \| u - d \|_{L^2(\partial \Omega)}^2 + \frac{\alpha}{2} \| f \|_{L^2(\Omega)}^2 \right\}
\]
subject to
\[
(-\Delta u + u, w)_{L^2(\Omega)} + (f, w)_{L^2(\Omega)} = 0 \quad \forall w \in L^2(\Omega).
\]
(9)

The associated Lagrangian reads
\[
\mathcal{L}(f, u, w) = \frac{1}{2} \| u - d \|_{L^2(\partial \Omega)}^2 + \frac{\alpha}{2} \| f \|_{L^2(\Omega)}^2 + (f - \Delta u + u, w)_{L^2(\Omega)},
\]
with $f \in L^2(\Omega)$, $u \in \bar{H}^2(\Omega)$ and $w \in L^2(\Omega)$. From the first order optimality conditions
\[
\frac{\partial \mathcal{L}}{\partial f} = 0, \quad \frac{\partial \mathcal{L}}{\partial u} = 0, \quad \frac{\partial \mathcal{L}}{\partial w} = 0,
\]
we obtain the optimality system: determine $(f, u, w) \in L^2(\Omega) \times \bar{H}^2(\Omega) \times L^2(\Omega)$ such that
\[
\alpha (f, \psi)_{L^2(\Omega)} + (\psi, w)_{L^2(\Omega)} = 0 \quad \forall \psi \in L^2(\Omega),
\]
(10)
\[
(u - d, \phi)_{L^2(\partial \Omega)} + (-\Delta \phi + \phi, w)_{L^2(\Omega)} = 0 \quad \forall \phi \in \bar{H}^2(\Omega),
\]
(11)
\[
(f, \xi)_{L^2(\Omega)} + (-\Delta u + u, \xi)_{L^2(\Omega)} = 0 \quad \forall \xi \in L^2(\Omega).
\]
(12)


3 Numerical experiments

Prior to analyzing our model problem, we will consider some numerical experiments. Discretization of (10)–(12) yields an algebraic system of the form

$$
\begin{bmatrix}
\alpha M & 0 & M^T \\
0 & M_\partial & A^T \\
M & A & 0
\end{bmatrix}
\begin{bmatrix}
f \\
u \\
w
\end{bmatrix}
=
\begin{bmatrix}
0 \\
M_\partial d \\
0
\end{bmatrix},
$$

(13)

where $M$ is a mass matrix, the discretization of the $L^2(\Omega)$ inner product. $M_\partial$ is a mass matrix associated with the boundary $\partial\Omega$ of $\Omega$. $A$ is a matrix that arises upon discretization of the operator $(1 - \Delta)$. Since we write the state equation on a non self-adjoint form, $A$ will not be the usual sum of the stiffness and mass matrices. Instead, Eq. (6) is discretized with subspaces of $\bar{H}^2(\Omega)$ and $L^2(\Omega)$. Consequently, $A$ will in general not be a square matrix.

In (13), we have implicitly used the same discretization for the control variable and the Lagrange multiplier. In (10)–(12), both variables belong to $L^2(\Omega)$, so it seems natural to preserve this correspondence in the discretization. In fact, we can see from (10) that $f = -\alpha^{-1}w$, so the control could be eliminated from the system prior to the discretization. This would result in a $2 \times 2$ block system in place of (13). While solving the smaller system is more practical in terms of computational costs, we find that the analysis is more clearly presented for the $3 \times 3$ system (13).

In the current numerical experiments, we employ the Bogner–Fox–Schmit (BFS) rectangle for discretizing the state variable $u \in \bar{H}^2(\Omega)$. That is, the finite element field consists of bicubic polynomials that are continuous, have continuous first order derivatives and mixed second order derivatives at each vertex of the mesh. BFS elements are $C^1$ on rectangles and therefore $H^2$-conforming. The control $f$ and Lagrange multiplier $w$ are discretized with discontinuous bicubic elements.

We propose to precondition (13) with the block-diagonal matrix

$$
E_\alpha = \begin{bmatrix}
\alpha M & 0 & 0 \\
0 & \alpha R + M_\partial & 0 \\
0 & 0 & \frac{1}{\alpha} M
\end{bmatrix}^{-1},
$$

(14)

where $R$ results from a discretization of the bilinear form $b(\cdot, \cdot)$ on $\bar{H}^2(\Omega)$:

$$
b(u, v) = (u, v)_{H^2(\Omega)} + \int_{\Omega} \nabla u \cdot \nabla v \, dx.
$$

(15)

In the experiments presented below, we used this bilinear form to construct a multigrid approximation of $(\alpha R + M_\partial)^{-1}$.

Remark The bilinear form (15) is equivalent to the inner product on $\bar{H}^2(\Omega)$. The additional term stems from our choice of implementing a multigrid algorithm for the bilinear form associated with the operator $(\Delta - 1)^2 = \Delta^2 - 2\Delta + 1$. Indeed, the
bilinear form $\alpha b(\cdot, \cdot) + (\cdot, \cdot)_{L^2(\partial\Omega)}$ can be seen to coincide with the variational form associated with the fourth order problem

$$\alpha (\Delta - 1)^2 u = f \quad \text{in } \Omega, \quad (16)$$
$$\frac{\partial u}{\partial n} = 0 \quad \text{on } \partial\Omega, \quad (17)$$
$$\alpha \frac{\partial \Delta u}{\partial n} = u \quad \text{on } \partial\Omega. \quad (18)$$

To limit the technical complexity of the implementation, we considered the problem (1)–(3) on the unit square in two dimensions. The experiments were implemented in Python and SciPy. The meshes were uniform rectangular, with the coarsest level for the multigrid solver consisting of $8 \times 8$ rectangles. Figure 1 shows an example of a solution of the optimality system (13).

3.1 Eigenvalues

Let us first consider the exact preconditioner $B_{\alpha}$ defined in (14). If $B_{\alpha}$ is a good preconditioner for the discrete optimality system (13), then the spectral condition number of $B_{\alpha} A_{\alpha}$ should be small and bounded, independently of the size of both the regularization parameter $\alpha$ and the discretization parameter $h$.

The eigenvalues of this preconditioned system were computed by solving the generalized eigenvalue problem

$$A_{\alpha} x = \lambda B_{\alpha}^{-1} x.$$

We found that the absolute value of the eigenvalues $\lambda$ were bounded, with

$$0.445 \leq |\lambda| \leq 1.809,$$

uniformly in $\alpha \in \{1, 10^{-1}, \ldots, 10^{-10}\}$ and $h \in \{2^{-2}, \ldots, 2^{-5}\}$. This yields a uniform condition number $k(B_{\alpha} A_{\alpha}) \approx 4.05$. The spectra of the preconditioned systems are pictured in Fig. 2 for some choices of $\alpha$. The spectra are clearly divided into three bounded intervals, and the eigenvalues are more clustered for $\alpha \approx 1$ and for very small $\alpha$.

3.2 Multilevel preconditioning

In practice, the action of $B_{\alpha}$ is replaced with a less computationally expensive operation $\tilde{B}_{\alpha}$. Note that $B_{\alpha}$ has a block structure, and that computationally efficient approximations can be constructed for the individual blocks. The only challenging block of the preconditioner is the biharmonic operator $\alpha R + M_\beta$. Order optimal multilevel algorithms for forth order operators discretized with the Bogner–Fox–Schmit was developed in [16]. Specifically, it was shown that a multigrid V-cycle using a symmetric $4 \times 4$ block Gauss–Seidel smoother, where the blocks contain the matrix entries corresponding to all degrees of freedom associate with a vertex in the mesh, results
Fig. 1 An example of a solution of (13). The observation data \( d \) was generated with the forward model, using the “true” control \( 4x(1 - x) + y \) shown in panel (d). Solutions to the unregularized problem are non-unique, and the generating control cannot be (exactly) recovered. The figures were generated with mesh parameter \( h = 1/128 \) and regularization parameter \( \alpha = 10^{-6} \). a Observation data \( d \). The forward model was solved for the control shown in d, but only the boundary values can be observed. b Computed optimal state \( u \) based on the observation data shown in a. c Computed optimal control \( f \) based on the observation data in a. d The “true” control function used to generate the observation data in a.

in an order optimal approximation. The remaining blocks of the preconditioners are weighted mass matrices which are efficiently handled by two symmetric Gauss-Seidel iterations for the (1,1) and (3,3) blocks.

We estimated condition numbers of the individual blocks of \( B^{-1}_\alpha \) preconditioned with their respective approximations. The results are reported in Tables 1 and 2. A slight deterioration in the performance of the multigrid cycle can be seen for very small values of \( \alpha > 0 \).

3.3 Iteration numbers

To verify that also \( \hat{B}_\alpha \) is an effective preconditioner for \( A_\alpha \), we applied the MINRES scheme to the system
Fig. 2 Spectrum of $B_{\alpha}A_{\alpha}$ for different regularization parameters $\alpha$. The discretization parameter was $h = 2^{-4}$ for all figures.

Table 1 Condition numbers of $M$ preconditioned with symmetric Gauss–Seidel iterations

<table>
<thead>
<tr>
<th>Iterations</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>($h = 2^{-8}$)</td>
<td>1.931</td>
<td>1.303</td>
<td>1.126</td>
</tr>
</tbody>
</table>

For the results presented in Table 3, the MINRES iteration process was stopped as soon as

$$\frac{(r_k, \widehat{B}_{\alpha}r_k)}{(r_0, \widehat{B}_{\alpha}r_0)} = \frac{(A_{\alpha}x_k - b, \widehat{B}_{\alpha}(A_{\alpha}x_k - b))}{(A_{\alpha}x_0 - b, \widehat{B}_{\alpha}(A_{\alpha}x_0 - b))} \leq \varepsilon,$$

which is the standard termination criterion for the preconditioned MINRES scheme, provided that the preconditioner is SPD. A random initial guess $x_0$ was used, and the tolerance was set to $\varepsilon = 10^{-12}$.

4 Analysis of the KKT system

Recall that our optimality system reads:

$$\alpha(f, \psi)_{L^2(\Omega)} + (\psi, w)_{L^2(\Omega)} = 0 \quad \forall \psi \in L^2(\Omega),$$
Robust preconditioners for PDE-constrained...

Table 2  Estimated condition numbers of $\alpha R + M\partial$ preconditioned with one V-cycle multigrid iteration

<table>
<thead>
<tr>
<th>$\alpha \backslash h$</th>
<th>$2^{-4}$</th>
<th>$2^{-6}$</th>
<th>$2^{-8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.130</td>
<td>1.136</td>
<td>1.140</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>1.129</td>
<td>1.135</td>
<td>1.139</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>1.237</td>
<td>1.150</td>
<td>1.149</td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>1.252</td>
<td>1.259</td>
<td>1.253</td>
</tr>
</tbody>
</table>

Table 3  Number of preconditioned Minres iterations needed to solve the optimality system to a relative error tolerance $\varepsilon = 10^{-12}$

<table>
<thead>
<tr>
<th>$\alpha \backslash h$</th>
<th>$2^{-4}$</th>
<th>$2^{-5}$</th>
<th>$2^{-6}$</th>
<th>$2^{-7}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>53(4.33)</td>
<td>53(4.36)</td>
<td>53(4.36)</td>
<td>53(4.36)</td>
</tr>
<tr>
<td>$10^{-1}$</td>
<td>57(4.31)</td>
<td>57(4.34)</td>
<td>57(4.35)</td>
<td>57(4.35)</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>75(4.31)</td>
<td>72(4.34)</td>
<td>70(4.35)</td>
<td>68(4.35)</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>79(4.31)</td>
<td>79(4.34)</td>
<td>77(4.35)</td>
<td>73(4.35)</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>81(4.30)</td>
<td>81(4.33)</td>
<td>79(4.35)</td>
<td>77(4.35)</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>82(4.33)</td>
<td>81(4.33)</td>
<td>79(4.35)</td>
<td>79(4.35)</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>81(4.35)</td>
<td>79(4.36)</td>
<td>79(4.35)</td>
<td>81(4.35)</td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>70(4.35)</td>
<td>81(4.37)</td>
<td>81(4.36)</td>
<td>79(4.35)</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>62(4.36)</td>
<td>70(4.36)</td>
<td>79(4.36)</td>
<td>81(4.36)</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>62(4.36)</td>
<td>64(4.37)</td>
<td>68(4.37)</td>
<td>78(4.36)</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>62(4.36)</td>
<td>63(4.36)</td>
<td>64(4.37)</td>
<td>67(4.37)</td>
</tr>
</tbody>
</table>

Estimates condition numbers in parentheses, computed from conjugate gradient iterations on the normal equations for the preconditioned optimality system

$$
(u - d, \phi)_{L^2(\partial \Omega)} + (-\Delta \phi + \phi, w)_{L^2(\Omega)} = 0 \quad \forall \phi \in \tilde{H}^2(\Omega),
$$

$$
(f, \xi)_{L^2(\Omega)} + (-\Delta u + u, \xi)_{L^2(\Omega)} = 0 \quad \forall \xi \in L^2(\Omega),
$$

with unknowns $f \in L^2(\Omega), u \in \tilde{H}^2(\Omega)$ and $w \in L^2(\Omega)$. We may write this KKT system in the form:

Determine $(f, u, w) \in L^2(\Omega) \times \tilde{H}^2(\Omega) \times L^2(\Omega)$ such that

$$
\begin{bmatrix}
\alpha M & 0 & M' \\
0 & M_\beta & A' \\
M & A & 0
\end{bmatrix}
\begin{bmatrix}
f \\ u \\ w
\end{bmatrix}
= \begin{bmatrix}
0 \\
\tilde{M}_\partial d \\
0
\end{bmatrix},
$$

where

$$
M : L^2(\Omega) \to L^2(\Omega)', \quad f \mapsto (f, \cdot)_{L^2(\Omega)}, \quad (21)
$$

$$
M_\beta : \tilde{H}^2(\Omega) \to \tilde{H}^2(\Omega)', \quad u \mapsto (u, \cdot)_{L^2(\partial \Omega)}, \quad (22)
$$

$$
\tilde{M}_\beta : L^2(\partial \Omega) \to \tilde{H}^2(\Omega)', \quad d \mapsto (d, \cdot)_{L^2(\partial \Omega)}, \quad (23)
$$

$$
A : \tilde{H}^2(\Omega) \to L^2(\Omega)', \quad u \mapsto (-\Delta u + u, \cdot)_{L^2(\Omega)}, \quad (24)
$$
and the notation “′” is used to denote dual operators and dual spaces. In the rest of this paper, the symbols \( M, M_\partial \) and \( A \) will represent the mappings defined in (21), (22) and (24), respectively, and not (the associated) matrices, as was the case in Sect. 3. We believe that this mild ambiguity improves the readability of the present text.

By using standard techniques for saddle point problems, one can show that the system (20) satisfies the Brezzi conditions [1], provided that \( \alpha > 0 \). Therefore, for every \( \alpha > 0 \), this set of equations has a unique solution. Nevertheless, if the standard norms of \( L^2(\Omega) \) and \( H^2(\Omega) \) are employed in the analysis, then the constants in the Brezzi conditions will depend on \( \alpha \). More specifically, the constant in the coercivity condition will be of order \( O(\alpha) \), and thus becomes very small for \( 0 < \alpha \ll 1 \). This property is consistent with the ill posed nature of (1)–(3) for \( \alpha = 0 \), and makes it difficult to design \( \alpha \) robust preconditioners for the algebraic system associated with (20).

Similar to the approach used in [9,10,14], we will now introduce weighted Hilbert spaces. The weights are constructed such that the constants appearing in the Brezzi conditions are independent of \( \alpha \). Thereafter, in Sect. 5, we will show how these scaled Hilbert spaces can be combined with simple maps to design \( \alpha \) robust preconditioners for our model problem.

4.1 Weighted norms

Consider the \( \alpha \)-weighted norms:

\[
\| f \|_{L^2_\alpha(\Omega)}^2 = \alpha \| f \|_{L^2(\Omega)}^2 ,
\]

\[
\| u \|_{H^2_\alpha(\Omega)}^2 = \alpha \| u \|_{H^2(\Omega)}^2 + \| u \|_{L^2_\alpha(\Omega)}^2 ,
\]

\[
\| w \|_{L^2_{\alpha^{-1}}(\Omega)}^2 = \frac{1}{\alpha} \| w \|_{L^2(\Omega)}^2 ,
\]

applied to the control \( f \), the state \( u \) and the dual/Lagrange-multiplier \( w \), respectively. Note that these norms become “meaningless” for \( \alpha = 0 \), but are well defined for positive \( \alpha \).

4.2 Brezzi conditions

We will now analyze the properties of

\[
A_\alpha : L^2_\alpha(\Omega) \times H^2_\alpha(\Omega) \times L^2_{\alpha^{-1}}(\Omega) \rightarrow L^2_\alpha(\Omega)' \times H^2_\alpha(\Omega)' \times L^2_{\alpha^{-1}}(\Omega)',
\]

defined in (20). More specifically, we will show that the Brezzi conditions are satisfied with constants that do not depend on the size of the regularization parameter \( \alpha > 0 \). Note that we use the scaled Hilbert norms (25)–(27).
Lemma 1 For all $\alpha > 0$, the following “inf-sup” condition holds:

$$\inf_{w \in L^2_{\alpha^{-1}}(\Omega)} \sup_{(f,u) \in L^2_{\alpha}(\Omega) \times H^2_{\alpha}(\Omega)} \frac{(f, w)_{L^2(\Omega)} + (-\Delta u + u, w)_{L^2(\Omega)}}{\|(f, u)\|_{L^2_{\alpha}(\Omega) \times H^2_{\alpha}(\Omega)} \|w\|_{L^2_{\alpha^{-1}}(\Omega)}} \geq 1.$$

Proof Note that $L^2_{\alpha}(\Omega)$ and $L^2_{\alpha^{-1}}(\Omega)$ contain the same functions, provided that $\alpha > 0$. Let $w \in L^2_{\alpha^{-1}}(\Omega)$ be arbitrary. By choosing $f = w$ and $u = 0$ we find that

$$\sup_{(f,u) \in L^2_{\alpha}(\Omega) \times H^2_{\alpha}(\Omega)} \frac{(f, w)_{L^2(\Omega)} + (-\Delta u + u, w)_{L^2(\Omega)}}{\|(f, u)\|_{L^2_{\alpha}(\Omega) \times H^2_{\alpha}(\Omega)} \|w\|_{L^2_{\alpha^{-1}}(\Omega)}} \geq \frac{(w, w)_{L^2(\Omega)}}{\sqrt{\alpha} \|w\|_{L^2(\Omega)} (\sqrt{\alpha})^{-1} \|w\|_{L^2(\Omega)}} = 1.$$

Since $w \in L^2_{\alpha^{-1}}(\Omega)$ was arbitrary, this completes the proof. \qed

Expressed in terms of the operators that constitute $A_{\alpha}$, Lemma 1 takes the form

$$\inf_{w \in L^2_{\alpha^{-1}}(\Omega)} \sup_{(f,u) \in L^2_{\alpha}(\Omega) \times H^2_{\alpha}(\Omega)} \frac{\langle Mf, w \rangle + \langle Au, w \rangle}{\|(f, u)\|_{L^2_{\alpha}(\Omega) \times H^2_{\alpha}(\Omega)} \|w\|_{L^2_{\alpha^{-1}}(\Omega)}} \geq 1,$$

see (21) and (24).

Recall that we decided to write our state Eqs. (2)–(3) on the non-standard variational form (6). Throughout this paper we assume that problem (2)–(3) admits a unique solution $u \in \bar{H}^2(\Omega)$ for every $f \in L^2(\Omega)$, and that

$$\|u\|_{H^2(\Omega)} \leq c_1 \|f\|_{L^2(\Omega)}.$$  

(28)

This assumption is valid if $\Omega$ is convex or if $\Omega$ has a $C^2$ boundary, see e.g. [5,7]. Inequality (28) is a key ingredient of the proof of our next lemma.

Lemma 2 There exists a constant $c_2$, which is independent of $\alpha > 0$, such that

$$\alpha \|f\|_{L^2(\Omega)}^2 + \|u\|_{L^2(\Omega)}^2 \geq c_2 \left( \alpha \|f\|_{L^2(\Omega)}^2 + \alpha \|u\|_{H^2(\Omega)}^2 + \|u\|_{L^2(\Omega)}^2 \right)$$

$$= c_2 \|(f, u)\|_{L^2(\Omega) \times H^2(\Omega)}^2$$

for all $(f, u) \in L^2(\Omega) \times \bar{H}^2(\Omega)$ such that

$$(f, \phi)_{L^2(\Omega)} + (-\Delta u + u, \phi)_{L^2(\Omega)} = 0 \ \forall \phi \in L^2(\Omega).$$  

(29)
Proof If \((f, u)\) satisfies (29), then
\[
\|u\|_{H^2(\Omega)} \leq c_1 \|f\|_{L^2(\Omega)},
\]
see the discussion of (28). Let \(\theta = (1 + c_1^2)^{-1} \in (0, 1)\), and it follows that
\[
\alpha \|f\|_{L^2(\Omega)}^2 + \|u\|_{L^2(\partial \Omega)}^2 \geq \alpha \|f\|_{L^2(\Omega)}^2 + \|u\|_{L^2(\partial \Omega)}^2
\]
\[
\geq \frac{1}{1 + c_1^2} \left( \alpha \|f\|_{L^2(\Omega)}^2 + \alpha \|u\|_{H^2(\Omega)}^2 + \|u\|_{L^2(\partial \Omega)}^2 \right).
\]
\[\square\]

This result may also be written in the form
\[
\begin{bmatrix} \alpha M & 0 \\ 0 & M_{\theta} \end{bmatrix} \begin{bmatrix} f \\ u \end{bmatrix}, \begin{bmatrix} f \\ u \end{bmatrix} \geq c_2 \| (f, u) \|_{L^2_\alpha(\Omega) \times H^2_\alpha(\Omega)}^2
\]
for all \((f, u) \in L^2_\alpha(\Omega) \times H^2_\alpha(\Omega)\) satisfying
\[Mf + Au = 0,\]
where \(M, M_{\theta}\) and \(A\) are the operators defined in (21), (22) and (24), respectively.

4.3 Boundedness

Having established that the Brezzi conditions hold, with constants that are independent of \(\alpha\), we next explore the boundedness of \(A_\alpha\).

Lemma 3 For all \((f, u), (\psi, \phi) \in L^2_\alpha(\Omega) \times H^2_\alpha(\Omega),\)
\[
\left\| \begin{bmatrix} \alpha M & 0 \\ 0 & M_{\theta} \end{bmatrix} \begin{bmatrix} f \\ u \end{bmatrix}, \begin{bmatrix} \psi \\ \phi \end{bmatrix} \right\| \leq \sqrt{2} \| (f, u) \|_{L^2_\alpha(\Omega) \times H^2_\alpha(\Omega)} \| (\psi, \phi) \|_{L^2_\alpha(\Omega) \times H^2_\alpha(\Omega)}.
\]

Proof Recall the definitions (21) and (22) of \(M\) and \(M_{\theta}\), respectively. Since
\[
\| (f, u) \|_{L^2_\alpha(\Omega) \times H^2_\alpha(\Omega)} = \sqrt{\alpha \| f \|_{L^2(\Omega)}^2 + \| f \|_{H^2(\Omega)}^2 + \| u \|_{L^2(\partial \Omega)}^2}.
\]
we find, by employing the Cauchy–Schwarz inequality, that
\[
\left| \begin{bmatrix} \alpha M & 0 \\ 0 & M_{\theta} \end{bmatrix} \begin{bmatrix} f \\ u \end{bmatrix}, \begin{bmatrix} \psi \\ \phi \end{bmatrix} \right| = \left| \alpha (f, \psi)_{L^2(\Omega)} + (u, \phi)_{L^2(\partial \Omega)} \right|
\]
\[
\leq \| f \|_{L^2(\Omega)} \| \psi \|_{L^2(\Omega)} + \| u \|_{L^2(\partial \Omega)} \| \phi \|_{L^2(\partial \Omega)}
\]
\[
\leq \sqrt{2} \sqrt{\| f \|_{L^2(\Omega)}^2 \| \psi \|_{L^2(\Omega)}^2 + \| u \|_{L^2(\partial \Omega)}^2 \| \phi \|_{L^2(\partial \Omega)}^2}
\]
\[
\leq \sqrt{2} \| (f, u) \|_{L^2_\alpha(\Omega) \times H^2_\alpha(\Omega)} \| (\psi, \phi) \|_{L^2_\alpha(\Omega) \times H^2_\alpha(\Omega)}.
\]
**Lemma 4** For all \((f, u) \in L^2_\alpha(\Omega) \times H^2_\alpha(\Omega), w \in L^2_{\alpha-1}(\Omega),\)
\[
\left\| \begin{bmatrix} f \\ u \end{bmatrix} \right\| \leq \sqrt{3} \|(f, u)\|_{L^2_\alpha(\Omega) \times L^2_{\alpha}(\Omega)} \|w\|_{L^2_{\alpha-1}(\Omega)}.
\]

**Proof** Again, we note that
\[
\|f\|_{L^2_\alpha(\Omega)} = \sqrt{\alpha} \|f\|_{L^2(\Omega)} \quad \text{and} \quad \|u\|_{H^2_\alpha(\Omega)} = \sqrt{\alpha} \|u\|_{H^2(\Omega)},
\]
\[
\|w\|_{L^2_{\alpha-1}(\Omega)} = \frac{1}{\sqrt{\alpha}} \|w\|_{L^2(\Omega)}.
\]

From the definitions of \(M\) and \(A\), see (21) and (24), and the Cauchy-Schwarz inequality, it follows that
\[
\langle [M A] \begin{bmatrix} f \\ u \end{bmatrix}, w \rangle = |\langle Mf, w \rangle + \langle Au, w \rangle| \\
\leq \left( \|f\|_{L^2_\alpha(\Omega)} + \|u\|_{H^2_\alpha(\Omega)} \right) \|w\|_{L^2_{\alpha-1}(\Omega)} \\
\leq \sqrt{3} \|(f, u)\|_{L^2_\alpha(\Omega) \times L^2_{\alpha}(\Omega)} \|w\|_{L^2_{\alpha-1}(\Omega)}.
\]

For the last equality, recall from (7) that \(\|\Delta u\|_{L^2(\Omega)} = \|\nabla^2 u\|_{L^2(\Omega)} \leq \|u\|_{H^2(\Omega)}\) for all \(u \in \tilde{H}^2(\Omega)\). \(\Box\)

### 4.4 Isomorphism

We have verified that the Brezzi conditions hold, and that \(A_\alpha\) is a bounded operator. Moreover, all constants appearing in the inequalities expressing these properties are independent of the regularization parameter \(\alpha > 0\). Let
\[
\mathcal{V} = L^2_\alpha(\Omega) \times H^2_\alpha(\Omega) \times L^2_{\alpha-1}(\Omega),
\]
\[
\mathcal{V}' = L^2_\alpha(\Omega)' \times H^2_\alpha(\Omega)' \times L^2_{\alpha-1}(\Omega)'.
\]

**Theorem 1** The operator \(A_\alpha\), defined in (20), is bounded and continuously invertible for \(\alpha > 0\) in the sense that for all nonzero \(x \in \mathcal{V}\),
\[
c \leq \sup_{0 \neq y \in \mathcal{V}} \frac{\langle A_\alpha x, y \rangle}{\|y\|_{\mathcal{V}} \|x\|_{\mathcal{V}}} \leq C,
\]
for some positive constants \(c\) and \(C\) that are independent of \(\alpha > 0\). In particular,
\[
\left\| A^{-1}_\alpha \right\|_{\mathcal{L}(\mathcal{V}', \mathcal{V})} \leq c^{-1} \quad \text{and} \quad \|A_\alpha\|_{\mathcal{L}(\mathcal{V}, \mathcal{V}')} \leq C.
\]
Proof This result follows from Lemmas 1, 2, 3, and 4 and Brezzi theory for saddle point problems, see [1].

4.5 Estimates for the discretized problem

The stability properties (32) are not necessarily inherited by discretizations. However, the structure used to prove the so-called “inf-sup condition” in Lemma 1 is preserved in the discrete system provided that the same discretization is employed for the control and the Lagrange multiplier. Furthermore, the boundedness properties, Lemmas 3 and 4, certainly also hold for conforming discretizations.

It remains to address the coercivity condition, Lemma 2, for the discretized problem. We consider finite dimensional subspaces \( U_h \subset U = \bar{H}^2(\Omega) \) and \( W_h \subset W = L^2(\Omega) \). For certain choices of \( U_h \) and \( W_h \), the estimate of Lemma 2 carries over to the finite-dimensional setting.

**Lemma 5** Assume \( U_h \subset U \) and \( W_h \subset W \), such that \((1 - \Delta)U_h \subset W_h\). Then

\[
\alpha \| f_h \|_{L^2(\Omega)}^2 + \| u_h \|_{L^2(\Omega)}^2 \geq c_2 \| (f_h, u_h) \|_{L^2(\Omega) \times H^1_0(\Omega)}^2
\]

for all \((f_h, u_h) \in W_h \times U_h\) such that

\[
(f_h, \phi_h)_{L^2(\Omega)} + (u_h - \Delta u_h, \phi_h)_{L^2(\Omega)} = 0 \quad \forall \phi_h \in W_h.
\]

Proof Assume that \((1 - \Delta)U_h \subset W_h\), and that (34) holds for \((f_h, u_h) \in W_h \times U_h\). Then \(f_h + (1 - \Delta)u_h \in W_h\), and (34) implies \(f_h + (1 - \Delta)u_h = 0\). Therefore, \((f_h, u_h)\) satisfies (29) and the estimate (33) follows from Lemma 2.

If the discretization is chosen such that Lemma 5 is satisfied, then the estimates (32) carries over to discretized system. More precisely, we have

\[
\| A_{\alpha, h} \|_{L(V_h, V_h')} \leq \| A_{\alpha} \|_{L(V, V')} \; \text{ and } \; \| A_{\alpha, h}^{-1} \|_{L(V_h', V_h)} \leq \| A_{\alpha}^{-1} \|_{L(V', V)},
\]

where \( V_h = W_h \times U_h \times W_h \subset \mathcal{V} \), equipped with the inner product of \( \mathcal{V} \), and \( A_{\alpha, h} \) is discrete counterpart to \( A_{\alpha} \), defined by setting \( \langle A_{\alpha, h} x_h, y_h \rangle = \langle A_{\alpha} x_h, y_h \rangle \) for all \( x_h, y_h \in V_h \).

If the state is discretized with \( C^1 \)-conforming bicubic Bogner–Fox–Schmit rectangles, as in Sect. 3, then Lemma 5 is satisfied if the control and Lagrange multiplier is discretized with discontinuous bicubic elements on the same mesh. For triangular meshes, one could choose Argyris triangles for the state variable and piecewise quintic polynomials for the control and Lagrange multiplier variables.

We remark that Lemma 5 provides a sufficient, but not necessary criterion for stability of the discrete problem, and usually may imply far more degrees of freedom in the discrete space \( W_h \subset W \) than is actually needed. The usefulness of Lemma 5 is that the estimates (35) can, in principle, always be obtained by choosing a sufficiently large space for the control and Lagrange multiplier.
5 Preconditioning

The linear problem (20) is of the form

$$Ax = b.$$  

(36)

where $x$ is sought in a Hilbert space $\mathcal{V}$, the right hand side $b$ is in the dual space $\mathcal{V}'$, and $A$ is a self-adjoint continuous mapping of $\mathcal{V}$ onto $\mathcal{V}'$. Iterative methods for linear problems are most often formulated for operators mapping $\mathcal{V}$ into itself, and can not be directly applied to the linear system (36), as described in [9]. If we want to apply such methods to (36), then we need to introduce a continuous operator mapping $\mathcal{V}'$ isomorphically back onto $\mathcal{V}$. More precisely, if we have a continuous operator

$$B : \mathcal{V}' \rightarrow \mathcal{V},$$

then $M = BA : \mathcal{V} \rightarrow \mathcal{V}$ is continuous and has the desired mapping properties, and if $B$ is an isomorphism, the solutions to (36) coincides with the solutions to the problem

$$Mx = BAx = Bb.$$  

(37)

In this paper we shall consider $B \in \mathcal{L}(\mathcal{V}, \mathcal{V}')$ a preconditioner if $B$ is self-adjoint and positive definite. This implies that $B^{-1}$ is self-adjoint and positive definite as well, and hence $B^{-1}$ defines an inner product on $\mathcal{V}$ by setting

$$(x, y) = \langle B^{-1}x, y \rangle, \quad x, y \in \mathcal{V}.$$

(38)

This inner product has the crucial property of making $M$ self-adjoint, in the sense that

$$(Mx, y) = \langle Ax, y \rangle = \langle Ay, x \rangle = (My, x).$$  

(39)

Conversely, given any inner product on $(\cdot, \cdot)$ on $\mathcal{V}$, the Riesz–Fréchet theorem provides a self-adjoint positive definite isomorphism $B : \mathcal{V}' \rightarrow \mathcal{V}$ such that (38) and (39) hold, and we say that $B$ is the Riesz operator induced by $(\cdot, \cdot)$. This establishes a one-to-one correspondence between preconditioners and Riesz operators on $\mathcal{V}'$. Since the Riesz operator is an isometric isomorphism, the operator norm of $BA$ coincides with the operator norm of $A$. We formulate this well-known fact here in a lemma for the sake of self-containedness. We refer to [6,9] for a more in-depth discussion of preconditioning and its relation to Riesz operators.

**Lemma 6** Let $\mathcal{V}$ be a Hilbert space, and let $A : \mathcal{V} \rightarrow \mathcal{V}'$ be a self-adjoint isomorphism, and assume that $B$ is the Riesz operator induced by the inner product on $\mathcal{V}$, or equivalently, that the inner product on $\mathcal{V}$ is defined by the self-adjoint positive definite isomorphism $B^{-1} : \mathcal{V} \rightarrow \mathcal{V}'$. Then $BA : \mathcal{V} \rightarrow \mathcal{V}$ is an isomorphism, self-adjoint in the inner product on $\mathcal{V}$, with

$$\|BA\|_{\mathcal{L}(\mathcal{V}, \mathcal{V})} = \|A\|_{\mathcal{L}(\mathcal{V}, \mathcal{V}')} \quad \text{and} \quad \|BA^{-1}\|_{\mathcal{L}(\mathcal{V}, \mathcal{V}') = \|A^{-1}\|_{\mathcal{L}(\mathcal{V}', \mathcal{V})}.}$$
In particular, the condition number of \( BA \) is given by

\[
\kappa(BA) = \left\| A^{-1} \right\|_{\mathcal{L}(V',V)} \left\| A \right\|_{\mathcal{L}(V,V')}.
\]

Proof Since \( A \) is self-adjoint, \( M = BA \) is self-adjoint with respect to the inner product on \( V \). From the Riesz–Fréchet theorem we have \( \|Ax\|_V = \|BAX\| = \|Mx\| \), and we obtain following identity for the operator norm of \( M \).

\[
\|M\|_{\mathcal{L}(V,V')} = \sup_{x \neq 0} \frac{\|Mx\|_V}{\|x\|_V} = \sup_{x \neq 0} \frac{\|Ax\|_{V'}}{\|x\|_V} = \sup_{x \neq 0} \frac{\langle Ax, y \rangle}{\|x\|_V \|y\|_V} = \|A\|_{\mathcal{L}(V,V')}.
\]

A similar identity is obtained for the norm of the inverse operator,

\[
\left\| M^{-1} \right\|_{\mathcal{L}(V,V')} = \sup_{x \neq 0} \frac{\|M^{-1}x\|_V}{\|x\|_V} = \left( \inf_{x \neq 0} \frac{\|Mx\|_V}{\|x\|_V} \right)^{-1} = \left( \inf_{x \neq 0} \sup_{y \neq 0} \frac{\langle Ax, y \rangle}{\|x\|_V \|y\|_V} \right)^{-1} = \left\| A^{-1} \right\|_{\mathcal{L}(V',V)}.
\]

We say that a preconditioner \( \mathcal{B}_\alpha \) for \( A_\alpha \) is robust with respect to the parameter \( \alpha \) if \( \kappa(B_\alpha A_\alpha) \) is bounded uniformly in \( \alpha \). The significance of Lemma 6 is that such a robust preconditioner can be found by identifying (parameter-dependent) norms in which \( A_\alpha \) and \( A_\alpha^{-1} \) are both uniformly bounded.

### 5.1 Parameter-robust minimum residual method

In Sect. 4 stability of \( A_\alpha \) was shown in the \( \alpha \)-dependent norms defined in (25)–(27). The preconditioner provided by Lemma 6 is the Riesz operator induced by the weighted norms. This operator \( B_\alpha : V' \to V \) takes the form

\[
B_\alpha = \begin{bmatrix}
\alpha M & 0 & 0 \\
0 & \alpha R + M_\delta & 0 \\
0 & 0 & \frac{1}{\alpha} M
\end{bmatrix}^{-1}
\] (40)

where \( R : \tilde{H}^2(\Omega) \to \tilde{H}^2(\Omega)' \) is the operator induced by the \( H^2(\Omega) \) inner product, i.e. \( \langle Ru, v \rangle = (u, v)_{H^2(\Omega)} \).

Since \( A_\alpha \) is self-adjoint, the preconditioned operator \( B_\alpha A_\alpha : V \to V \) is self-adjoint in the inner product on \( V \). Consequently we can apply the minimum residual method (MINRES) to the problem.
\[ B_\alpha A_\alpha x = B_\alpha b. \]

**Theorem 2** Let \( A_\alpha \) be the operator defined in (20) and \( B_\alpha \) the operator defined in (40). Then there exists an upper bound, independent of \( \alpha \), for the convergence rate of \textsc{Minres} applied to the preconditioned system

\[ B_\alpha A_\alpha x = B_\alpha b. \]

**In particular there exists an upper bound, independent of \( \alpha \), for the number of iterations needed to reach the stopping criterion (19).**

**Proof** A crude upper bound for the convergence rate (more precisely, the two-step convergence rate) of \textsc{Minres} is given by

\[
\| B_\alpha A_\alpha (x - x_{2m}) \|_\mathcal{V} \leq \left( \frac{1 - \kappa}{1 + \kappa} \right)^m \| B_\alpha A_\alpha (x - x_0) \|_\mathcal{V}
\]

where \( \kappa = \kappa(B_\alpha A_\alpha) \) is the condition number of \( B_\alpha A_\alpha \), see e.g. [9]. From Lemma 6 and (32) we determine that \( \kappa \) is bounded independently of \( \alpha \), with

\[
\kappa = \left\| (B_\alpha A_\alpha)^{-1} \right\|_{\mathcal{L}(\mathcal{V}, \mathcal{V})} \left\| B_\alpha A_\alpha \right\|_{\mathcal{L}(\mathcal{V}, \mathcal{V})} = \left\| A_\alpha^{-1} \right\|_{\mathcal{L}(\mathcal{V}, \mathcal{V})} \left\| A_\alpha \right\|_{\mathcal{L}(\mathcal{V}, \mathcal{V})}
\]

(41)

\[
\leq c^{-1} C.
\]

In practical applications, the operator \( B_\alpha \) will be replaced with a less computationally expensive approximation \( \hat{B}_\alpha \). Ideally \( \hat{B}_\alpha \) will be spectrally equivalent to \( B_\alpha \), in the sense that the condition number of \( \hat{B}_\alpha B_\alpha^{-1} \) is bounded, independently of \( \alpha \). Then the preconditioned system reads

\[ \hat{B}_\alpha A_\alpha x = \hat{B}_\alpha b, \]

and the upper bound for the convergence rate is determined by the conditioned number \( \kappa(\hat{B}_\alpha A_\alpha) \leq \kappa(\hat{B}_\alpha B_\alpha^{-1}) \kappa(B_\alpha A_\alpha^{-1}) \).

**Remark** In this paper we only consider the minimum residual method, and we therefore require that the preconditioner is self-adjoint and positive definite. More generally, if other Krylov subspace methods are to be applied to (20), then preconditioners lacking symmetry or definiteness may be considered.

We mention in particular that a preconditioned conjugate gradient method for problems similar to (20) was proposed in [14], based on a clever choice of inner product.

### 6 Generalization

Is our technique applicable to other problems than (1)–(3)? We will now briefly explore this issue, and show that the preconditioning scheme derived above yields \( \alpha \) robust methods for a class of problems.
The scaling (25)–(27) was also investigated in [10], but for a family of abstract problems posed in terms of Hilbert spaces. More specifically, for general PDE-constrained optimization problems, subject to Tikhonov regularization, and with linear state equations. But in [10] no assumptions about the control, state or observation spaces were made, except that they were Hilbert spaces. Under these circumstances, it was proved that the coercivity and the boundedness, of the operator associated with the KKT system, hold with $\alpha$-independent constants. Nevertheless, in this general setting, the inf-sup condition involved an $\alpha$-dependent constant, which, eventually, yielded theoretical iteration bounds of order $O((\log(\alpha^{-1}))^2)$ for MINRES.

In the present paper we were able to prove an $\alpha$-robust inf-sup condition for the model problem (1)–(3). This is possible because both the control $f$ and the dual/Lagrange-multiplier $w$ belong to $L^2(\Omega)$. From a more general perspective, it turns out that this is the property that must be fulfilled in order for our approach to be successful: The control space and the dual space, associated with the state equation, must coincide. This will usually lead to additional regularity requirements for the state space.

Motivated by this discussion, let us consider an abstract problem of the form:

$$\min_{f \in W, u \in U} \left\{ \frac{1}{2} \| Tu - d \|^2_O + \frac{1}{2} \alpha \| f \|^2_W \right\}$$

subject to

$$\langle Au, w \rangle + (f, w)_W = 0, \quad \forall w \in W.$$  

Here, $W$ is the dual and control space, $U$ is the state space, $O$ is the observation space, $W$, $U$ and $O$ are Hilbert spaces.

Let us assume that

(A1) $A : U \to W'$ is a continuous linear operator with closed range. In particular, there is a constant $c_1$ such that for all $u \in U$,

$$\| u \|_{U/Ker A} = \inf_{\tilde{u} \in Ker A} \| u - \tilde{u} \|_U \leq c_1 \| Au \|_{W'}.$$  

(A2) $T : U \to O$ is linear and bounded, and invertible on the kernel of $A$. That is, there is a constant $c_2$ such that for all $u \in Ker A$,

$$\| u \|_U \leq c_2 \| Tu \|_O.$$  

It then follows that the KKT system associated with (42)–(43) is well-posed for every $\alpha > 0$: Determine $(f, u, w) \in W \times U \times W$ such that

$$\begin{bmatrix}
\alpha M & 0 & M' \\
0 & K & A' \\
M & A & 0
\end{bmatrix}
\begin{bmatrix}
f \\
u \\
w
\end{bmatrix}
= \begin{bmatrix}
0 \\
\tilde{K} d \\
0
\end{bmatrix},$$

$$= A_\alpha$$

Springer
where

\[ M : W \rightarrow W', \quad f \mapsto (f, \cdot)_W, \quad (45) \]

\[ K : U \rightarrow U', \quad u \mapsto (Tu, T \cdot)_O, \quad (46) \]

\[ \tilde{K} : O \rightarrow U', \quad d \mapsto (d, T \cdot)_O, \quad (47) \]

Note that, compared with (13), the boundary observation matrix \( M_\partial \) has been replaced with the general observation operator \( K \) in (44).

We introduce scaled norms as follows.

\[ \| f \|_W^2 = \alpha \| f \|_W^2, \]

\[ \| u \|_{U^\alpha}^2 = \alpha \| Au \|_{W'}^2 + \| Tu \|_O^2, \]

\[ \| w \|_{W^\alpha}^{-1} = \frac{1}{\alpha} \| w \|_W^2. \]

We first show that \( \| \cdot \|_{U^\alpha} \) is indeed a norm on \( U \) when assumptions (A1) and (A2) hold. It suffices to show that \( \| \cdot \|_{U^\alpha} \) is a norm equivalent to \( \| \cdot \|_U \) when \( \alpha = 1 \). We have

\[ \| Tu \|_O + \| Au \|_{W'} \leq (\| T \|_{L(U, O)} + \| A \|_{L(U, W')} ) \| u \|_U, \quad (48) \]

and letting \( \pi \) denote the orthogonal projection of \( U \) onto \( \text{Ker} A \),

\[ \| u \|_U \leq \| \pi u \|_U + \| u - \pi u \|_U \]

\[ \leq c_2 \| T \pi u \|_O + \| u - \pi u \|_U \]

\[ \leq c_2 \| Tu \|_O + \| u - \pi u \|_U \]

\[ \leq c_2 \| Tu \|_O + c_1(1 + c_2 \| T \|_{L(U, O)} ) \| Au \|_{W'} . \quad (49) \]

Here the last inequality follows from \( \| u - \pi u \|_U = \inf_{\tilde{u} \in \text{Ker} A} \| u - \tilde{u} \|_U \) and assumption (A1).

We set \( V = W^\alpha \times U^\alpha \times W^\alpha_{-1} \). As in Sect. 4, \( A^\alpha : V \rightarrow V' \) can be shown to be an isomorphism, with parameter-independent estimates obtained in the weighted norms.

**Theorem 3** There exists positive constants \( c \) and \( C \), independent of \( \alpha \), such that for all nonzero \( x \in V \),

\[ c \leq \sup_{0 \neq y \in V} \frac{\langle A^\alpha x, y \rangle}{\| x \|_V \| y \|_V} \leq C. \quad (50) \]

We omit the full proof, which is analogous to that of Theorem 1. The crucial part is the “inf-sup condition” of Lemma 1, which is easily shown to hold in the abstract setting:

\[ \sup_{(f, u) \in W^\alpha \times U^\alpha} \frac{(f, w)_W + \langle Au, w \rangle}{\| (f, u) \|_{W^\alpha \times U^\alpha} \| w \|_{W^\alpha_{-1}}} \geq \frac{(w, w)_W}{\| (w, 0) \|_{W^\alpha \times U^\alpha} \| w \|_{W^\alpha_{-1}}} = 1. \]
The coercivity condition of Lemma 2 naturally holds in the prescribed norm on $U_\alpha$, since for $(f, u) \in W \times U$ such that $Au = Mf$,

$$\alpha \|f\|^2_W + \|Tu\|^2_\partial = \frac{\alpha}{2} \|f\|^2_W + \frac{\alpha}{2} \|Au\|^2_W + \|Tu\|^2_\partial \geq \frac{1}{2} \left( \|f\|^2_W + \|u\|^2_{U_\alpha} \right).$$

Note that the weighted norm now depends on $A$, and as consequence, the estimates become $A$-independent. In fact, we obtain bounds for the constants $c$ and $C$ which are independent of $\alpha$ as well as the operators appearing in (42)–(43). This is postponed to the next section, where sharp estimates are obtained for (50).

With the estimates (50), Lemma 6 provides a preconditioner for the operator $A_\alpha$, given as

$$B_\alpha = \begin{bmatrix} \alpha M & 0 & 0 \\ 0 & \alpha A' M^{-1} A + K & 0 \\ 0 & 0 & \frac{1}{\alpha} M \end{bmatrix}^{-1}. \quad (51)$$

The condition number of $B_\alpha A_\alpha$ will be bounded independently of $\alpha$. It is, however, not clear how to find a computationally efficient approximation of $B_\alpha$ in the abstract setting of (42)–(43).

**Example 1** The problem (1)–(3) fits in the abstract framework presented in this section when we assume that the state has $H^2(\Omega)$ regularity. We set $W = L^2(\Omega)$, $U = \tilde{H}^2(\Omega)$, $A = 1 - \Delta$, and $T : \tilde{H}^2(\Omega) \to L^2(\partial\Omega)$ is a trace operator, see (46). Since $A$ is a continuous isomorphism, assumptions (A1) and (A2) are both valid. The inner product on $U_\alpha$ takes the form

$$(u, v)_{U_\alpha} = \langle Ku, v \rangle + \alpha \left\langle AM^{-1} Au, v \right\rangle = \int_{\partial\Omega} uv \, ds + \alpha \int_{\Omega} (u - \Delta u)(v - \Delta v) \, dx = \int_{\partial\Omega} uv \, ds + \alpha \int_{\Omega} \nabla^2 u : \nabla^2 v + 2\nabla u \cdot \nabla v + uv \, dx,$$

where $\nabla^2 u$ denotes the Hessian of $u$, and the last equality follows from the boundary condition $\partial u / \partial \text{n} = 0$ imposed on $\tilde{H}^2(\Omega)$. The resulting preconditioner is the one that was used in the numerical experiments, detailed in Sect. 3, and it is spectrally equivalent to the preconditioner defined in (40).

**Example 2** Let $U$, $W$, and $K$ be as in Example 1, but let us set $A = -\Delta$. Now $A$ has non-trivial kernel, consisting of the a.e. constant functions, and for constant $u$ we have

$$\|Tu\|_{L^2(\partial\Omega)} = \sqrt{\frac{|\partial\Omega|}{|\Omega|}} \|u\|_{\tilde{H}^2(\Omega)}.$$
Since assumptions (A1) and (A2) are valid, the optimality system is still well-posed. In this case the inner product on $U_\alpha$ is given by

$$(u, v)_{U_\alpha} = \int_{\partial \Omega} u v \, ds + \alpha \int_{\Omega} D^2 u : D^2 v \, dx.$$ 

**Example 3** Let us consider the “prototype” problem:

$$\min_{f, u} \left\{ \frac{1}{2} \| u - d \|_{L^2(\Omega)}^2 + \frac{\alpha}{2} \| f \|_{L^2(\Omega)}^2 \right\}$$

subject to

$$-\Delta u + u + f = 0 \quad \text{in} \ \Omega,$$
$$\frac{\partial u}{\partial n} = 0 \quad \text{on} \ \partial \Omega.$$ 

Note that we here consider the case in which observation data is assumed to be available throughout the entire domain $\Omega$ of the state equation.

If the usual variational form of the PDE is used, i.e.,

$$(u, w)_{H^1(\Omega)} + (f, w)_{L^2(\Omega)} = 0, \quad \forall w \in H^1(\Omega),$$

(52)
then the control space equals $L^2(\Omega)$, whereas the dual space is $H^1(\Omega)$. The preconditioning strategy presented in this section is therefore not applicable.

If instead we can assume $H^2(\Omega)$-regularity, we can use the variational form

$$(-\Delta u + u, w)_{L^2(\Omega)} + (f, w)_{L^2(\Omega)} = 0, \quad \forall w \in L^2(\Omega).$$

(53)
Now, the control and dual spaces both equal $L^2(\Omega)$. The methodology presented in this section can thus be applied, and a robust preconditioner is obtained. Compared with the preconditioner for the problem with boundary observations only, see Sect. 5, Eq. (40), the only change is the replacement of $M_\partial$, in the (2, 2) block of $B_\alpha$ with $M$.

We remark that in [13,14], parameter-robust preconditioners were proposed for the “prototype” problem, using the standard variational formulation (52) of the PDE. Those methods do not require improved regularity for the state space. Instead, they require that observations are available throughout the computational domain.

### 7 Eigenvalue analysis

In Sect. 6 it was shown that the condition number of $B_\alpha A_\alpha$, with $A_\alpha$ defined in (44) and $B_\alpha$ defined in (51), can be bounded independently of $\alpha$, as well as independently of the operators appearing in (42)–(43). Moreover, the numerical experiments indicate that the eigenvalues are contained in three intervals, independently of the regularization parameter $\alpha$, see Fig. 2. In this section we detail the structure of the spectrum of the
We consider self-adjoint linear operators $A_\alpha$ and $B_\alpha$.

\[
A_\alpha = \begin{bmatrix}
\alpha M & 0 & M' \\
0 & K & A' \\
M & A & 0
\end{bmatrix}
\quad \text{and} 
B_\alpha^{-1} = \begin{bmatrix}
\alpha M & 0 & 0 \\
0 & K + \alpha R & 0 \\
0 & 0 & \alpha^{-1} M
\end{bmatrix}
\]

(54)

where $R$ is defined by

\[
R = A' M^{-1} A.
\]

(55)

We assume that $A : U \to W'$ and $M : W \to W'$ are continuous operators, for some Hilbert spaces $U$ and $W$. In addition we will make use of the following assumptions.

(B1) $M$ is a self-adjoint and positive definite,
(B2) $K + R$ is positive definite,
(B3) $K$ is self-adjoint and positive semi-definite.

Assumptions (B1)–(B3) ensure that $B_\alpha$ is a self-adjoint and positive definite. In particular, assumptions (B1)–(B3) hold for $A_\alpha$ as in (44), provided that the assumptions of Sect. 6 hold. For simplicity, we also assume that that $A_\alpha$ and $B_\alpha$ are finite-dimensional operators.

**Theorem 4** Let $p$, $q$, and $r$ be the polynomials

\[
p(\lambda) = 1 - \lambda, \quad q(\lambda) = 1 + \lambda p(\lambda), \quad r(\lambda) = p - \lambda q(\lambda).
\]

Let $q_1 < q_2$ and $r_1 < r_2 < r_3$ be the roots of $q$ and $r$, respectively. The spectrum of $B_\alpha A_\alpha$ is contained within three intervals, determined by the roots of $p$ and $r$, independently of $\alpha$:

\[
\text{sp}(B_\alpha A_\alpha) \subset [r_1, q_1] \cup [r_2, 1] \cup [q_2, r_3].
\]

(56)

Consequently, the spectral condition number of $B_\alpha A_\alpha$ is bounded, uniformly in $\alpha$,

\[
k(B_\alpha A_\alpha) \leq \frac{r_3}{r_2} \approx 4.089.
\]

(57)

If $K$ has a nontrivial kernel, inequality (57) becomes an equality.

**Proof** Consider the equivalent generalized eigenvalue problem

\[
\begin{bmatrix}
\alpha M & 0 & M' \\
0 & K & A' \\
M & A & 0
\end{bmatrix}
\begin{bmatrix}
f \\
u \\
w
\end{bmatrix}
= \lambda
\begin{bmatrix}
\alpha M & 0 & 0 \\
0 & K + \alpha R & 0 \\
0 & 0 & \alpha^{-1} M
\end{bmatrix}
\begin{bmatrix}
f \\
u \\
w
\end{bmatrix}
\]

(58)

We show that (58) admits no nontrivial solutions unless $\lambda$ is as in (56).
Since $M$ is a self-adjoint isomorphism, by assumption (B1), we can rewrite (58) as the three identities

$$
\begin{align*}
\alpha p f + w & = 0, \\
pKu + A'w - \lambda \alpha Ru & = 0, \\
f + M^{-1}Au - \lambda \alpha^{-1}w & = 0.
\end{align*}
$$

Assume that $\lambda$ is not contained within the three closed intervals of (56). Then $p \neq 0$, and we can use (59) to eliminate $f$ from (61).

$$
0 = \alpha p(f + M^{-1}Au - \lambda \alpha^{-1}w) = \alpha pM^{-1}Au - (1 + \lambda p)w
$$

(62)

Since $q$ is nonzero, we can use (62) to eliminate $w$ from (60),

$$
0 = q(pKu + A'w - \lambda \alpha Ru) = qpKu + \alpha(p - \lambda q)Ru
$$

(63)

where the identity (55) was used. By assumption, $pq$ and $r$ are both nonzero. Moreover, it can be easily seen that $pq$ and $r$ have the same sign outside of the bounded intervals of (56). From assumptions (B1)–(B3), we conclude that $qpK + rR$ is a self-adjoint definite operator. Then (63) only admits trivial solutions, hence $\lambda$ can not be an eigenvalue of $B_\alpha A_\alpha$.

The estimate (57) follows from (56), noting that $|\text{sp}(B_\alpha A_\alpha)| \subset [r_2, r_3]$. From (63) it can be seen that the roots of $r$ are eigenvalues of $B_\alpha A_\alpha$ if Ker $K$ is nontrivial. □

**Remark** If $A = (1 - \Delta) : \bar{H}^2(\Omega) \to L^2(\Omega)'$, then $R = A'M^{-1}A$ is characterized by a bilinear form $b(\cdot, \cdot)$ as in (15):

$$
\langle A'M^{-1}Au, v \rangle = \int_\Omega \Delta u \Delta v + 2 \nabla u \cdot \nabla v + uv \, dx \\
= (u, v)_{H^2(\Omega)} + \int_\Omega \nabla u \cdot \nabla v \, dx = b(u, v)
$$

For discretizations $U_h \subset U$ and $W_h \subset W$ of $A$ such that $A(U_h) \subset M(W_h)$, the discretization of $b$ coincides with $A_h'M_h^{-1}A_h$. This follows from an argument similar to that in the proof of Lemma 5, and as a consequence, Theorem 4 can be applied to the preconditioned discrete systems considered in Sect. 3.

### 8 Discretization with $H^1$ conforming finite elements

The theory outlined in Sect. 4 provides a robust preconditioning technique for the optimality system (20) assuming additional regularity and making use of $H^2$ conforming elements. However, this additional regularity only appears relevant to the discretization of the (2, 2) block of the ideal preconditioner (51), since the coefficient matrix in
(44) only involves second order operators. It therefore seems reasonable that the use of sophisticated $H^2$ conforming elements could be avoided in favour of standard $H^1$ conforming elements, provided that we can implement an approximate inverse to the fourth operator appearing in the preconditioner.

To be precise, we can discretize the optimality system (10)–(12) with $H^1$-conforming piecewise linear Lagrange elements for all the unknown variables. Note that this requires that the integration by parts formula is applied to the state equation, resulting in the variation problem

\[
\alpha(f_h, \psi_h)_{L^2(\Omega)} + (\psi_h, w_h)_{L^2(\Omega)} = 0 \quad \forall \psi_h \in V_h,
\]

\[
(u_h - d, \phi_h)_{L^2(\partial\Omega)} + (\phi_h, w_h)_{H^1(\Omega)} = 0 \quad \forall \phi_h \in V_h,
\]

\[
(f_h, \xi_h)_{L^2(\Omega)} + (u_h, \xi_h)_{H^1(\Omega)} = 0 \quad \forall \xi_h \in V_h.
\]

for $(f_h, u_h, \xi_h) \in V_h \times V_h \times V_h$, where $V_h$ is the space of continuous piecewise linear functions. Since all three unknowns belong to the same space, the eigenvalue analysis in Sect. 7 can be applied to the discretized coefficient matrix, which reads

\[
\begin{bmatrix}
\alpha M_h & 0 & M_h \\
0 & K_h & A_h \\
M_h & A_h & 0
\end{bmatrix},
\]

(64)

where $A_h$ and $M_h$ are symmetric matrices. The analysis in Sect. 7 reveals that an ideal preconditioner is given by

\[
\begin{bmatrix}
\alpha M_h & 0 & 0 \\
0 & K_h + \alpha A_h M_h^{-1} A_h & 0 \\
0 & 0 & \alpha^{-1} M_h
\end{bmatrix}^{-1},
\]

(65)

with condition numbers of the preconditioned system bounded independently of $\alpha$ and the discretization parameter $h$.

The operator $K_h + A_h M_h^{-1} A_h$ in the (2,2) block of (65) coincides with Schur complement of a Ciarlet-Raviart mixed finite element formulation of the fourth order problem (16)–(18), and can be thought of as non-local fourth order operator. Multigrid techniques for a similar operator was studied in [8], where a multigrid W-cycle applied to a local operator approximating the Schur complement was shown to be an efficient preconditioner.

Table 4 presents iteration numbers and estimated condition numbers for a simplistic scheme where we replace the (2,2) block in (65) with $K_h + A_h \tilde{M}_h^{-1} A_h$, where $\tilde{M}_h$ is a lumped mass matrix. For the approximate inversion of (65), we applied an algebraic multigrid W-cycle for the (2,2) block and two symmetric Gauss–Seidel iterations to the remaining two diagonal blocks. The experiment was carried out on a unit square domain and an L-shaped domain, with both domains triangularized with structured meshes. For the L-shaped domain, the $H^2$-regularity discussed in the beginning of Sect. 2 is known not to hold.
### Table 4

Minres iteration counts with estimated condition numbers in paranthesis for the coefficient matrix (64), with a preconditioner based on (65).

<table>
<thead>
<tr>
<th>$\alpha \backslash h$</th>
<th>$2^{-6}$</th>
<th>$2^{-7}$</th>
<th>$2^{-8}$</th>
<th>$2^{-9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Square domain</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>81 (6.80)</td>
<td>82 (6.80)</td>
<td>88 (6.87)</td>
<td>93 (6.90)</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>90 (6.65)</td>
<td>93 (6.82)</td>
<td>91 (6.63)</td>
<td>89 (6.63)</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>95 (7.10)</td>
<td>90 (6.63)</td>
<td>89 (6.66)</td>
<td>88 (6.71)</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>89 (6.63)</td>
<td>89 (6.68)</td>
<td>88 (6.72)</td>
<td>86 (6.73)</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>79 (6.63)</td>
<td>79 (6.70)</td>
<td>78 (6.73)</td>
<td>78 (6.73)</td>
</tr>
<tr>
<td>1</td>
<td>69 (6.68)</td>
<td>68 (6.74)</td>
<td>67 (6.75)</td>
<td>67 (6.75)</td>
</tr>
<tr>
<td>L-shaped domain</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>80 (6.80)</td>
<td>82 (6.76)</td>
<td>88 (6.81)</td>
<td>93 (6.87)</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>90 (6.65)</td>
<td>93 (6.73)</td>
<td>91 (6.63)</td>
<td>89 (6.63)</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>93 (6.92)</td>
<td>90 (6.63)</td>
<td>89 (6.64)</td>
<td>88 (6.71)</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>89 (6.64)</td>
<td>89 (6.68)</td>
<td>92 (8.16)</td>
<td>92 (10.2)</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>85 (8.25)</td>
<td>87 (10.2)</td>
<td>89 (13.1)</td>
<td>90 (17.4)</td>
</tr>
<tr>
<td>1</td>
<td>90 (16.4)</td>
<td>93 (22.5)</td>
<td>94 (32.0)</td>
<td>86 (46.9)</td>
</tr>
</tbody>
</table>

The $(2,2)$ block of (65) was replaced by an AMG W-cycle (BoomerAMG from the Hypre[4] library), constructed from the operator $K_h + A_h \hat{M}_h^{-1} A_h$, where $\hat{M}_h$ is a lumped mass matrix. The AMG operator was constructed with 0.5 threshold parameter, with other parameters set to their default values. The remaining two diagonal blocks were each replaced two symmetric Gauss–Seidel iterations were applied. The optimality system was solved approximately with a random initial guess and relative convergence criterion (19) with $\varepsilon = 10^{-8}$.

The iteration numbers reported in Table 4 appears bounded, although we observe an increase in the estimated condition number for the L-shaped domain as the mesh is refined. Although the condition number with an exact inverse (65) is bounded in accordance with the analysis in Sect. 7, this appears not to be the case when the exact inverse of the $(2,2)$ block is replaced with an AMG cycle.

We remark that for unstructured meshes we observed iteration counts increasing with mesh refinement, indicating the need for a more sophisticated approach to the multilevel approximation of the $(2,2)$ block, for example as in [8], for more complicated geometries.

### 9 Discussion

Previously, parameter robust preconditioners for PDE-constrained optimization problems have been successfully developed, provided that observation data is available throughout the entire domain of the state equation. For many important inverse problems, arising in industry and science, this is an unrealistic requirement. On the contrary, observation data will typically only be available in subregions, of the domain of the state variable, or at the boundary of this domain. We have therefore explored the pos-
sibility for also constructing robust preconditioners for PDE-constrained optimization problems with limited observation data.

For an elliptic control problem, with boundary observations only, we have developed a regularization robust preconditioner for the associated KKT system. Consequently, the number of MINRES iterations required to solve the problem is bounded independently of both regularization parameter $\alpha$ and the mesh size $h$. In order to achieve this, it was necessary to write the elliptic state equation on a non-standard, and non-self-adjoint, variational form. If this approach is employed, then the control and the Lagrange multiplier will belong to the same Hilbert space, which leads to extra regularity requirements for the state. This fact makes it possible to construct parameter weighted metrics such that the constants appearing in the Brezzi conditions, as well as the constants in the inequalities expressing the boundedness of the KKT system, are independent of $\alpha$ and $h$. Consequently, the spectrum of the preconditioned KKT system is uniformly bounded with respect to $\alpha$ and $h$, which is ideal for the MINRES scheme. These properties were illuminated through a series of numerical experiments, and the preconditioned MINRES scheme handled our model problem excellently.

The use of a non-self-adjoint form of the elliptic state equation leads to additional challenges for conforming discretization schemes and in multigrid implementations. For the numerical experiments, we employed a $C^1$ finite element discretization that is $H^2$-conforming, where the rectangular elements are tensor products of Hermite intervals. This discretization is limited to structured meshes. While there are other, more flexible $C^1$ finite element discretizations available in two dimensions (e.g. Argyris and Bell triangles), all of the methods suffer from high computational cost due the smoothness requirements imposed on the nodal basis functions. In three dimensions, the situation is even worse, and $C^1$ discretizations with tetrahedrons become nearly intractable, see e.g. [15].

Some of the difficulties with traditional $C^1$ finite element discretizations can be avoided with Galerkin methods making use of basis functions that naturally fulfill the smoothness requirements. Examples of such methods include discretization with spline basis functions, such as isogeometric analysis [3]. Another approach is the virtual element method [2]. However, the development of multilevel methods for the fourth order operator in the preconditioner (51) would remain a challenging problem.

We have also demonstrated that the technique is applicable also outside of $H^2$-conforming discretizations.

Our findings for the simple elliptic control problem were generalized to a broader class of KKT systems. It turns out that the methodology is applicable whenever the control and the Lagrange multiplier belong to the same space, and extra regularity properties are fulfilled by the state equation - these are the key issues. From a theoretical perspective, this is in many cases not a severe restriction, but it gives rise to new challenges for the discrete problems. This is even the case for the elliptic state equation considered in this text. Also, our approach will not yield $\alpha$ independent bounds if the control is only defined on a subdomain of the domain of the state equation. In such cases, the spaces for the control and the Lagrange multiplier will not coincide. How to design efficient parameter-robust preconditioners for such problems, is, as far as the authors know, still an open problem.
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Abstract. We study preconditioners for a model problem describing the coupling of two elliptic subproblems posed over domains with different topological dimension by a parameter dependent constraint. A pair of parameter robust and efficient preconditioners is proposed and analyzed. Robustness and efficiency of the preconditioners is demonstrated by numerical experiments.
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1. Introduction. This paper is concerned with preconditioning of multiphysics problems where two subproblems of different dimensionality are coupled. We assume that Γ is a submanifold contained within Ω ∈ ℝ^n and consider the following problem:

\begin{align*}
(1a) & \quad -\Delta u + \epsilon \delta_\Gamma p = f \quad & \text{in } \Omega, \\
(1b) & \quad -\Delta v - p = g \quad & \text{on } \Gamma, \\
(1c) & \quad \epsilon u - v = 0 \quad & \text{on } \Gamma,
\end{align*}

where \( \delta_\Gamma \) is a function with properties similar to the Dirac delta function, as will be discussed later. To allow for a unique solution \( (u, v, p) \), the system must be equipped with suitable boundary conditions, and we shall here, for simplicity, consider homogeneous Dirichlet boundary conditions for \( u \) and \( v \) on \( \partial \Omega \) and \( \partial \Gamma \), respectively. We note that the unknowns \( u, v \) are here the primary variables, while the unknown \( p \) should be interpreted as a Lagrange multiplier associated with the constraint (1c).

The two elliptic equations that are stated on two different domains, \( \Omega \) and \( \Gamma \), are coupled, and therefore the restriction of \( u \) to \( \Gamma \) and the extension of \( p \) to \( \Omega \) are crucial. When the codimension of \( \Gamma \) is one, the restriction operator is a trace operator, and the extension operator is similar to the Dirac delta function. We note that \( \epsilon \in (0, 1) \) and that the typical scenario will be that \( \epsilon \ll 1 \). We will therefore focus on methods that are robust in \( \epsilon \).

The problem (1a)–(1c) is relevant to biomedical applications [18, 15, 2, 17] where it models the coupling of the porous media flow inside tissue to the vascular bed through Starling’s law. Further, problems involving coupling of the finite element method...
and the boundary element method, e.g., [24, 26], are of the form (1). The system is also relevant for domain decomposition methods based on Lagrange multipliers [32]. Finally, in solid mechanics, the problem of plates reinforced with ribs (cf., for example, [44, Ch. 9.11]) can be recast into a related fourth order problem. We also note that the techniques developed here to address the constraint (1c) are applicable in preconditioning fluid-structure interaction problems involving interactions with thin structures, e.g., filaments [22].

One way of deriving equations (1) is to consider the following minimization problem:

\[
\begin{align*}
\int_0^1 (\nabla u)^2 - 2u f \, dx \\
\int_\Gamma (\nabla v)^2 - 2v g \, ds
\end{align*}
\]

subject to the constraint

\[
eu - v = 0 \quad \text{on } \Gamma.
\]

Using the method of Lagrange multipliers, the constrained minimization problem will be recast as a saddle-point problem. The saddle-point problem is then analyzed in terms of the Brezzi conditions [13], and efficient solution algorithms are obtained using operator preconditioning [35]. A main challenge is the fact that the constraint (3) necessitates the use of trace operators, which leads to operators in fractional Sobolev spaces on \(\Gamma\).

An outline of the paper is as follows: Section 2 presents the necessary notation and mathematical framework needed for the analysis. Then the mathematical analysis as well as the numerical experiments of two different preconditioners are presented in sections 3 and 4, respectively. Section 5 discusses the computational efficiency of both methods.

2. Preliminaries. Let \(X\) be a Hilbert space of functions defined on a domain \(D\), and let \(\|\cdot\|_X\) denote its norm. The \(L^2\) inner product on a domain \(D\) is denoted \((\cdot, \cdot)_D\) or \(\int_D \cdot\,\cdot\,\), while \(\langle \cdot, \cdot \rangle_D\) denotes the corresponding duality pairing between a Hilbert space \(X\) and its dual space \(X^*\). We will use \(H^m = H^m(D)\) to denote the Sobolev space of functions on \(D\) with \(m\) derivatives in \(L^2 = L^2(D)\). The corresponding norm is denoted \(\|\cdot\|_{m,D}\). In general, we will use \(H^m_0\) to denote the closure in \(H^m\) of the space of smooth functions with compact support in \(D\), and the seminorm is denoted as \(\|\cdot\|_{m,D}\).

The space of bounded linear operators mapping elements of \(X\) to \(Y\) is denoted \(\mathcal{L}(X,Y)\), and if \(Y = X\), we simply write \(\mathcal{L}(X)\) instead of \(\mathcal{L}(X,Y)\). If \(X\) and \(Y\) are Hilbert spaces, both continuously contained in some larger Hilbert space, then the intersection \(X \cap Y\) and the sum \(X + Y\) are both Hilbert spaces with norms given by

\[
\|x\|_{X \cap Y}^2 = \|x\|_X^2 + \|x\|_Y^2 \quad \text{and} \quad \|x\|_{X + Y}^2 = \inf_{z \in X, y \in Y} (\|x\|_X^2 + \|y\|_Y^2).
\]

In the following \(\Omega \subset \mathbb{R}^n\) is an open connected domain with Lipschitz boundary \(\partial \Omega\). The trace operator \(T\) is defined by \(Tu = u|_\Gamma\) for \(u \in C(\overline{\Omega})\) and \(\Gamma\) a Lipschitz submanifold of codimension one in \(\Omega\). The trace operator extends to bounded and surjective linear operator \(T : H^1(\Omega) \to H^1(\Gamma)\); see, e.g., [1, Ch. 7]. The fractional Sobolev space \(H^s(\Gamma)\) can be equipped with the norm

\[
\|u\|_{H^s(\Gamma)}^2 = \|u\|_{L^2(\Gamma)}^2 + \int_{\Gamma \times \Gamma} \frac{|u(x) - u(y)|^2}{|x - y|^{n+1}} \, dx \, dy.
\]
However, the trace is not surjective as an operator from $H^1_0(\Omega)$ into $H^s(\Gamma)$; in particular, the constant function $1 \in H^1(\Gamma)$ is not in the image of the trace operator. Note that $H^1_0(\Gamma)$ does not characterize the trace space, since $H^1_0(\Gamma) = H^s(\Gamma)$; see [30, Ch. 2, Thm. 11.1]. Instead, the trace space can be identified as $H^s_0(\Gamma)$, defined as the subspace of $H^1(\Gamma)$ for which extension by zero into $H^s(\Gamma)$ is continuous, for some suitable extension domain $\tilde{\Gamma}$ extending $\Gamma$ (e.g., $\tilde{\Gamma} = \Gamma \cup \partial \Omega$). To be precise, the space $H^s_0(\Gamma)$ can be characterized with the norm

$$
\|u\|_{H^s_0(\Gamma)} = \|\tilde{u}\|_{H^s(\Gamma)}; \quad \tilde{u}(x) = \begin{cases} u(x), & x \in \Gamma, \\ 0, & x \notin \Gamma. \end{cases}
$$

The space $H^s_0(\Gamma)$ does not depend on the extension domain $\tilde{\Gamma}$, since the norms induced by different choices of $\tilde{\Gamma}$ will be equivalent.

The above norms (4)–(5) for the fractional spaces are impractical from an implementa- tion point of view, and we will therefore consider the alternative construction following [30, Ch. 2.1] and [16]. For $u, v \in H^1_0(\Gamma)$, set $L_u(v) = (u, v)_\Gamma$. Then $L_u$ is a bounded linear functional on $H^1_0(\Gamma)$, and in accordance with the Riesz–Fréchet theorem there is an operator $S \in L(H^1_0(\Gamma))$ such that

$$
(Su, w)_{H^1_0(\Gamma)} = L_u(w) = (u, w)_\Gamma, \quad u, w \in H^1_0(\Gamma).
$$

The operator $S$ is self-adjoint, positive definite, injective, and compact. Therefore, the spectrum of $S$ consists of a nonincreasing sequence of positive eigenvalues $\{\lambda_k\}_{k=1}^\infty$ such that $0 < \lambda_{k+1} \leq \lambda_k$ and $\lambda_k \to 0$; see, e.g., [48, Ch. X.5, Thm. 2]. The eigenvectors $\{\phi_k\}_{k=1}^\infty$ of $S$ satisfy the generalized eigenvalue problem

$$
A\phi_k = \lambda_k^{-1} M\phi_k,
$$

where operators $A, M$ are such that $(Au, v)_\Gamma = (\nabla u, \nabla v)_\Gamma$, and $(Mu, v)_\Gamma = (u, v)_\Gamma$. The set of eigenvectors $\{\phi_k\}_{k=1}^\infty$ forms a basis of $H^1_0(\Gamma)$ orthogonal with respect to the inner product of $H^1_0(\Gamma)$ and orthonormal with respect to the inner product on $L^2(\Gamma)$. Then for $u = \sum_k c_k \phi_k \in \text{span} \{\phi_k\}_{k=1}^\infty$ and $s \in [-1, 1]$, we set

$$
\|u\|_{H^s} = \sqrt{\sum_k c_k^2 \lambda_k^{-s}}
$$

and define $H_s$ to be the closure of $\text{span} \{\phi_k\}_{k=1}^\infty$ in the above norm. Then $H_0 = L^2(\Gamma)$ and $H_1 = H^1_0(\Gamma)$ with equality of norms. Moreover, we have $H_2 = H^1_0(\Gamma)$ with equivalence of norms. This essentially follows from the fact that $H^2$ and $H^1_0(\Gamma)$ are closely related interpolation spaces; see [16, Thm. 3.4]. Note that we also have $H_{-1} = (H^1_0(\Gamma))^* = H^{-1}(\Gamma)$ and $H_{-1} = (H^1_0(\Gamma))^* = H^{-1}(\Gamma)$.

As the preceding paragraph suggests, we shall use the normal font to denote linear operators, e.g., $A$. To signify that the particular operator acts on a vector space with multiple components, we employ the calligraphic font, e.g., $A$. Vectors and matrices are denoted by the sans serif font, e.g., $\mathbf{A}$ and $\mathbf{x}$. In the case when the matrix has a block structure, it is typeset with the blackboard bold font, e.g., $\mathbb{A}$. Matrices and vectors are related to the discrete problems as follows (see also [35, Ch. 6]). Let $V_h \subset H^1_0(D)$, and let the discrete operator $A_h : V_h \to V_h$ be defined in terms of the Galerkin method:

$$
\langle A_h u_h, v_h \rangle_D = \langle A u, v \rangle_D \quad \text{for } u_h, v_h \in V_h \text{ and } u \in H^1_0(D).
$$
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Let $\psi_j, j \in [1, m]$ be the basis functions of $V_h$. The matrix equation,

$$ Au = f, \quad u \in \mathbb{R}^m \text{ and } f \in \mathbb{R}^m, $$

is obtained as follows: Let $\pi_h : V \to \mathbb{R}^m$ and $\mu_h : V_h^* \to \mathbb{R}^m$ be given by

$$ v_h = \sum_j (\pi_h v_h)_j \psi_j, \quad v_h \in V_h, \quad \text{ and } \quad (\mu_h f_h)_j = \langle f_h, \psi_j \rangle_D, \quad f_h \in V_h^*. $$

Then

$$ A = \mu_h A_h \pi_h^{-1}, \quad v = \pi_h v_h, \quad f = \mu_h f_h. $$

A discrete equivalent to the $H_1$ inner product (7) is constructed in the following manner, similarly to the continuous case. There exist a complete set of eigenvectors $u_i \in \mathbb{R}^m$ with the property $u_j^\top A u_i = \delta_{ij}$ and $m$ positive definite (not necessarily distinct) eigenvalues $\lambda_i$ of the generalized eigenvalue problem $A u_i = \lambda_i M u_i$. Equivalently, the matrix $A$ can be decomposed as $A = (M) \Lambda (M)^\top$ with $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m)$ and col, $U = u_i$ so that $U^\top M U = \Lambda$ and $U^\top A U = \Lambda$. We remark that $A$ is the stiffness matrix, while $M$ is the mass matrix.

Let now $H : \mathbb{R} \to P_{sym}$, where $P_{sym}$ denotes the space of symmetric positive definite matrices, be defined as

$$ H(s) = (M) \Lambda^s (M)^\top. $$

Note that, due to $M$ orthonormality of the eigenvectors, the inverse of $H(s)$ is given as $H(s)^{-1} = UA^{-s}U^\top$. To motivate the definition of the mapping, we shall in the following example consider several values $H(s)$ and show the relation of the matrices to different Sobolev (semi)norms of functions in $V_h$.

**Example 1** ($L_2$, $H_1^0$, and $H^{-1}$ norms in terms of matrices). Let $V_h \subset H_1^0(\Gamma)$, dim $V_h = m$, $v_h \in V_h$, and $v \in \mathbb{R}^m$ be the representation of $v_h$ in the basis of $V_h$, i.e., $v = \pi_h v_h$. The $L^2$ norm of $v_h$ is given through the mass matrix $M$ as $\|v_h\|^2_{L^2} = v^\top M v$ and $M = H(0)$. Similarly for the $H_1^0$ (semi)norm, it holds that $|v_h|^2_{H_1^0} = \sqrt{\Lambda} v^\top A v$, where $\Lambda$ is the stiffness matrix, and $A = H(1)$. Finally, for a less trivial example, let $f_h \in V_h$, and consider $f_h$ as a bounded linear functional, $\langle f_h, v_h \rangle = (f_h, v_h)_G$ for $v_h \in V_h$. Then $\|f_h\|^2_{L^2} = f^\top H(-1) f$. By the Riesz representation theorem there exists a unique $u_h \in V_h$ such that $(\nabla u_h, \nabla v_h)_G = \langle f_h, v_h \rangle$ for all $v_h \in V_h$ and $\|f_h\|^2_{L^2} = \|u_h\|^2_{H^1_0}$. The latter equality yields $\|f_h\|^2_{L^2} = u^\top A u$, but since $u_h \in V_h$ is given by the Riesz map, the coordinate vector comes as a unique solution of the system $A u = M f$, i.e., $u = A^{-1} M f$ (see, e.g., [33, Ch. 3]). Thus $\|f_h\|^2_{L^2} = f^\top A^{-1} M f$. The matrix product in the expression is then $H(-1)$.

In general, let $c$ be the representation of vector $u \in \mathbb{R}^m$ in the basis of eigenvectors $u_i$, $u = U c$. Then

$$ u^\top H(s) u = c^\top A^s c = \sum_j c_j^2 \lambda_j^s, $$

and so $u^\top H(s) u = \|u_h\|^2_{H^s}$ for $u_h \in V_h$ such that $u_h = \pi_h^{-1} u$. Similarly to the continuous case, the norm can be obtained in terms of powers of an operator

$$ u^\top H(s) u = \left(U \Lambda^s (M) u\right)^\top M \left(U \Lambda^s (M) u\right) = \left[S^{-\frac{s}{2}} u\right]^\top M \left[S^{-\frac{s}{2}} u\right], $$

where $S = A^{-1} M$ is the matrix representation of the Riesz map $H^{-1}(\Gamma) \to H_0^1(\Gamma)$ in the basis of $V_h$.
Remark 2. The norms constructed above for the discrete space are equivalent to, but not identical to, the $H_s$-norm from the continuous case.

Before considering proper preconditioning of the weak formulation of problem (1), we illustrate the use of operator preconditioning with an example of a boundary value problem where operators in fractional spaces are utilized to weakly enforce the Dirichlet boundary conditions by Lagrange multipliers [6].

Example 3 (Dirichlet boundary conditions using the Lagrange multiplier). The problem considered in [6] reads as follows: Find $u$ such that

\begin{equation}
-\Delta u + u = f \quad \text{in } \Omega,
\end{equation}

\begin{equation}
u = g \quad \text{on } \Gamma \subset \partial \Omega,
\end{equation}

\begin{equation}n \cdot u = 0 \quad \text{on } \partial \Omega \setminus \Gamma.
\end{equation}

Introducing a Lagrange multiplier $p$ for the boundary value constraint and a trace operator $T : H^1(\Omega) \rightarrow H^{-\frac{1}{2}}(\Gamma)$ leads to a variational problem for $(u, p) \in H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma)$ satisfying

\begin{equation}
(\nabla u, \nabla v)_{\Omega} + (u, v)_{\Omega} + \langle p, Tv \rangle_{\Gamma} = (f, v)_{\Omega}, \quad v \in H^1(\Omega),
\end{equation}

\begin{equation}\langle q, Tu \rangle_{\Gamma} = \langle q, g \rangle_{\Gamma}, \quad q \in H^{-\frac{1}{2}}(\Gamma).
\end{equation}

In terms of the framework of operator preconditioning, the variational problem (10) defines an equation

\begin{equation}Ax = b, \quad \text{where } A = \begin{bmatrix} -\Delta_{\Omega} + I & T \\ T & 0 \end{bmatrix}.
\end{equation}

In [6] the problem is proved to be well-posed, and therefore $A : V \rightarrow V^*$ is a symmetric isomorphism, where $V = H^1(\Omega) \times H^{-\frac{1}{2}}(\Gamma)$ and $x \in V, b \in V^*$. A preconditioner is then $B \in \mathcal{L}(V^*, V)$, constructed such that $B$ is a positive, self-adjoint isomorphism. Then $BA \in \mathcal{L}(V)$ is an isomorphism.

To discretize (11) we shall here employ finite element spaces $V_h$ consisting of linear continuous finite elements where $\Gamma_h$ is formed by the facets of $\Omega_h$: cf. Figure 1. The stability of discretizations of (10) (for the more general case where the discretization of $\Omega$ and $\Gamma$ are independent) is studied, e.g., in [40] and [42, Ch. 11.3].

The linear system resulting from discretization leads to the following system of equations:

\begin{equation}BAx = b,
\end{equation}

where

\begin{equation}B = \begin{bmatrix} A^{-1} & 0 \\ H(-\frac{1}{2})^{-1} & -I \end{bmatrix} \quad \text{and } A = \begin{bmatrix} \frac{1}{h} & B \\ \frac{1}{h} & 0 \end{bmatrix}.
\end{equation}

The last block of the matrix preconditioner $B$ is the inverse of the matrix constructed by (8) (using discretization of an operator inducing the $H^1(\Gamma)$ norm on the second subspace of $V_h$) and matrix $BA$ has the same eigenvalues as operator $B_hA_h$.

Tables 1 and 2 consider the problem (10) with $\Omega$ the unit square and $\Gamma$ its left edge. In Table 1 we show the spectral condition number of the matrix $BA$ as a function of the discretization parameter $h$. It is evident that the condition number is bounded by a constant.
Hence fulfilled. We remark that is guaranteed provided that the celebrated Brezzi conditions (see Appendix A) are.

The iteration count appears to be bounded independently of the size of the linear system. Together the presented results indicate that the constructed preconditioner whose discrete approximation utilizes matrices (8) is a good preconditioner for system (9).

Finally, with $\Omega \subseteq \mathbb{R}^2$, $\Gamma \subset \Omega$ of codimension one, we consider problem (1). The weak formulation of (1a)–(1c), using the method of Lagrange multipliers, defines a variational problem for the triplet $(u,v,p) \in U \times V \times Q$,

$$
\begin{align*}
\langle \nabla u, \nabla \phi \rangle_{\Omega} + \langle p, \epsilon T_{\Gamma} \phi \rangle_{\Gamma} &= (f, \phi)_{\Omega}, & \phi \in U, \\
\langle \nabla v, \nabla \psi \rangle_{\Gamma} - \langle p, \psi \rangle_{\Gamma} &= (g, \psi)_{\Gamma}, & \psi \in V, \\
\langle \chi, \epsilon T_{\Gamma} u - v \rangle_{\Gamma} &= 0, & \chi \in Q,
\end{align*}
$$

(14)

where $U, V, Q$ are Hilbert spaces to be specified later. The well-posedness of (14) is guaranteed provided that the celebrated Brezzi conditions (see Appendix A) are fulfilled. We remark that

$$
\langle p, T_{\Gamma} \phi \rangle_{\Gamma} = \langle \delta_{\Gamma} p, \phi \rangle_{\Omega}.
$$

Hence $\delta_{\Gamma}$ is in our context the dual operator to the trace operator $T_{\Gamma}$. Since $T_{\Gamma} : H_{00}^1(\Omega) \to H_{00}^1(\Gamma)$, then $\delta_{\Gamma} : H^{-1}(\Gamma) \to H^{-1}(\Omega)$.

For our discussion of preconditioners it is suitable to recast (14) as an operator equation for the self-adjoint operator $A$,

$$
A \begin{bmatrix} u \\ v \\ p \end{bmatrix} = \begin{bmatrix} A_U & B_U^T \\ A_V & B_V^T \end{bmatrix} \begin{bmatrix} u \\ v \\ p \end{bmatrix} = \begin{bmatrix} f \\ g \end{bmatrix},
$$

(15)

Table 2 then reports the number of iterations required for convergence of the minimal residual method for system (12) with $B$ replaced by the approximation (13).

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\lambda_{\min}$</th>
<th>$\lambda_{\max}$</th>
<th>$r$</th>
<th>Size</th>
<th>$n_{iters}$</th>
<th>$| u - u_h |_{1, \Omega}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.77 \times 10^{-1}$</td>
<td>0.311</td>
<td>1.750</td>
<td>5.622</td>
<td>4290</td>
<td>38</td>
<td>6.76 \times 10^{-1}(1.00)</td>
</tr>
<tr>
<td>$8.84 \times 10^{-2}$</td>
<td>0.311</td>
<td>1.750</td>
<td>5.622</td>
<td>16770</td>
<td>40</td>
<td>3.38 \times 10^{-2}(1.00)</td>
</tr>
<tr>
<td>$4.42 \times 10^{-2}$</td>
<td>0.311</td>
<td>1.750</td>
<td>5.622</td>
<td>66306</td>
<td>38</td>
<td>1.69 \times 10^{-2}(1.00)</td>
</tr>
<tr>
<td>$2.21 \times 10^{-2}$</td>
<td>0.311</td>
<td>1.750</td>
<td>5.622</td>
<td>263682</td>
<td>38</td>
<td>8.45 \times 10^{-3}(1.00)</td>
</tr>
<tr>
<td>$1.11 \times 10^{-2}$</td>
<td>0.311</td>
<td>1.750</td>
<td>5.622</td>
<td>1051650</td>
<td>39</td>
<td>4.20 \times 10^{-4}(1.00)</td>
</tr>
</tbody>
</table>

Table 1

The smallest and the largest eigenvalues and the spectral condition number of matrix $Bk$ from system (12).

$\frac{1}{2}$ Here and in the subsequent numerical experiments AMG is the algebraic multigrid BOOMER-AMG from the Hypre library [23], and LU is the direct solver from the UMFPACK library [19]. The relevant matrices FEniCS library [31] version 1.6.0 and its extension for block-structured systems cbc.block [34] were used. The AMG preconditioner was used with the default options, except for coarsening, which was set to Ruge-Stueben algorithm.
with the operators $A_i, B_i, i \in \{U, V\}$, given by
\[
\langle A_U u, \phi \rangle_\Omega = \langle \nabla u, \nabla \phi \rangle_\Omega, \quad \langle A_V v, \psi \rangle_\Gamma = \langle \nabla v, \nabla \psi \rangle_\Gamma,
\]
\[
\langle B_U u, \chi \rangle_\Gamma = \langle \chi, \mathcal{T} u \rangle_\Gamma, \quad \langle B_V v, \chi \rangle_\Gamma = -\langle \chi, v \rangle_\Gamma.
\]
Further, for discussion of mapping properties of $A$ it will be advantageous to consider the operator as a map defined over space $W \times Q$, $W = U \times V$ as
\[
A = \begin{bmatrix} A & B \end{bmatrix}^T \quad \text{with} \quad A = \begin{bmatrix} A_U & A_V \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} B_U & B_V \end{bmatrix}.
\]

Considering two different choices of spaces $U, V,$ and $Q$, we will propose two formulations that lead to different preconditioners:

\[
B_Q^{-1} = \begin{bmatrix} A_U & A_V \\
B_U A_U^{-1} B_U^* + B_V A_V^{-1} B_V^* & A_V 
\end{bmatrix}
\]

and
\[
B_W^{-1} = \begin{bmatrix} A_U + B_U^* R B_U & A_V \\
B_V A_V^{-1} B_V^* & A_V 
\end{bmatrix}.
\]

Here $R$ is the Riesz map from $Q^*$ to $Q$. Preconditioners of the form (17)–(18) will be referred to as the $Q$-cap and the $W$-cap preconditioners. This naming convention reflects the role intersection spaces play in the respected formulations. We remark that the definitions should be understood as templates identifying the correct structure of the preconditioner.

3. $Q$-cap preconditioner. Consider operator $A$ from problem (15) as a mapping $W \times Q \rightarrow W^* \times Q^*$,
\[
W = H^0_0(\Omega) \times H^1_0(\Gamma), \quad Q = \epsilon H^{-1}(\Gamma) \cap H^{-1}(\Gamma).
\]
The spaces are equipped with norms
\[
\|w\|_W^2 = |u|_{1, \Omega}^2 + |v|_{1, \Gamma}^2 \quad \text{and} \quad \|p\|_{Q}^2 = \epsilon^2 \|p\|_{-1, \Gamma}^2 + \|p\|_{-1, \Gamma}^2.
\]
Since $H^{-1}(\Gamma)$ is continuously embedded in $H^{-1}(\Gamma)$, the space $Q$ is the same topological vector space as $H^{-1}(\Gamma)$, but equipped with an equivalent, $\epsilon$-dependent inner product. See also [9, Ch. 2]. The next theorem shows that this definition leads to a well-posed problem.

We will need a right inverse of the trace operator and employ the following harmonic extension. Let $q \in H^1_0(\Gamma)$, and let $u$ be the solution of the problem
\[
-\Delta u = 0 \quad \text{in} \quad \Omega \setminus \Gamma,
\]
\[
u = 0 \quad \text{on} \quad \partial \Omega,
\]
\[
u = q \quad \text{on} \quad \Gamma.
\]
Since the trace is surjective onto $H^1_0(\Gamma)$, (21) has a solution $u \in H^1_0(\Omega)$ and $|u|_{1, \Omega} \leq C|q|_{-1, \Gamma}$ for some constant $C$. We denote the harmonic extension operator by $E$, i.e., $u = Eq$ with $\|E\| \leq C$. 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
Theorem 4. Let $W$ and $Q$ be the spaces (19). The operator $A : W \times Q \rightarrow W^* \times Q^*$, defined in (15), is an isomorphism, and the condition number of $A$ is bounded independently of $\epsilon > 0$.

Proof. The statement follows from the Brezzi theorem, Theorem 13, once its assumptions are verified. Since $A$ induces the inner product on $W$, $A$ is continuous and coercive, and the conditions (51a) and (51b) hold. Next, we see that $B$ is bounded:

$$
(Bw, q)_\Gamma = \langle q, \epsilon T_\Gamma u - v \rangle_\Gamma
\leq \|q\|_{-1, \Gamma} \|q\|_{-1, \Gamma} + \|q\|_{0, \Gamma} \|v\|_{1, \Gamma}
\leq (1 + \|T_\Gamma\|) \sqrt{\epsilon^2 \|q\|_{-1, \Gamma}^2 + \|q\|_{0, \Gamma}^2 \|\epsilon T_\Gamma u\|_{1, \Gamma}^2 + \|v\|_{1, \Gamma}^2}
= (1 + \|T_\Gamma\|)\|q\|_Q \|w\|_W.
$$

It remains to show the inf-sup condition (51d). Since the trace is bounded and surjective, for all $\xi \in H^1_0(\Gamma)$ we let $u$ be defined in terms of the harmonic extension (21) such that $u = \epsilon^{-1} E\xi$ and $|u|_{1, \Omega} \leq \epsilon^{-1} \|E\| \|\xi\|_{1, \Gamma}$. Hence,

$$
sup_{w \in W} \frac{(Bw, q)_\Gamma}{\|w\|_W} = \sup_{w \in W} \frac{\langle q, \epsilon T_\Gamma u - v \rangle_\Gamma}{\sqrt{|u|_{1, \Omega}^2 + |v|_{1, \Gamma}^2}}
\geq (1 + \|E\|)^{-1} \sup_{(\xi, v) \in H^1_0(\Gamma) \times H^1_0(\Gamma)} \frac{\langle q, \xi + v \rangle_\Gamma}{\sqrt{\epsilon^2 \|\xi\|_{1, \Gamma}^2 + \|v\|_{1, \Gamma}^2}}.
$$

Note that we have the identity

$$
Q^* = (\epsilon H^{-1}(\Gamma) \cap H^{-1}(\Gamma))^* = \epsilon^{-1} H^1_0(\Gamma) + H^1_0(\Gamma),
$$

equipped with the norm

$$
\|q^*\|_{Q^*} = \inf_{q = q^1 + q^2} \epsilon^{-2} \|q^1\|_{1, \Omega}^2 + \|q^2\|_{1, \Gamma}^2.
$$

See also [9]. It follows that

$$
sup_{(\xi, v) \in H^1(\Gamma) \times H^1_0(\Gamma)} \frac{\langle q, \xi + v \rangle_\Gamma}{\sqrt{\epsilon^{-2} \|\xi\|_{1, \Gamma}^2 + \|v\|_{1, \Gamma}^2}} = \sup_{\xi \in Q^*} \sup_{v \in H^1_0(\Gamma)} \frac{\langle q, \xi + v \rangle_\Gamma}{\sqrt{\epsilon^{-2} \|\xi\|_{1, \Gamma}^2 + \|v\|_{1, \Gamma}^2}}
= \sup_{\xi \in Q^*} \inf_{v \in H^1_0(\Gamma)} \frac{\langle q, \xi \rangle_\Gamma}{\sqrt{\epsilon^{-2} \|\xi\|_{1, \Gamma}^2 + \|v\|_{1, \Gamma}^2}}
= \|q\|_{Q^*} = \|q\|_Q.
$$

Consequently, condition (51d) holds with a constant independent of $\epsilon$.

Following Theorem 4 and [35], a preconditioner for the symmetric isomorphic operator $A$ is the Riesz mapping $W^* \times Q^*$ to $W \times Q$:

$$
B_Q = \begin{bmatrix}
-\Delta_{\Omega} & -\Delta_{\Gamma} \\
\epsilon^2 \Delta_{\Gamma}^2 + \Delta_{\Gamma}^{-1} & \epsilon^2 \Delta_{\Gamma}^2 + \Delta_{\Gamma}^{-1}
\end{bmatrix}^{-1}.
$$
Here $\Delta_s^r$ is defined by $\langle \Delta_s^r v, w \rangle = (v, w)_{H_s}$, with the $H_s$-inner product defined by (7). Hence the norm induced on $W \times Q$ by the operator $B_Q^{-1}$ is not (20) but an equivalent norm
\[
\langle B_Q^{-1}x, x \rangle = |u|^2_{1, \Omega} + |v|^2_{1, \Gamma} + \epsilon^2 \|p\|^2_{H^{-1}(\Gamma)} + \|p\|^2_{H^{-1}(\Gamma)}
\]
for any $x = (u, v, p) \in W \times Q$. Note that $B_Q$ fits the template defined in (17).

3.1. Discrete $Q$-cap preconditioner. Following Theorem 4, the $Q$-cap preconditioner (22) is a good preconditioner for operator equation $Ax = b$ with the condition number independent of the material parameter $\epsilon$. To translate the preconditioned operator equation $B_Q Ax = B_Q b$ into a stable linear system it is necessary to employ suitable discretization. In particular, the Brezzi conditions must hold on each approximation space $W_h \times Q_h$ with constants independent of the discretization parameter $h$. Such a suitable discretization will be referred to as stable.

Let us consider a stable discretization of operator $A$ from Theorem 4 by finite dimensional spaces $U_h$, $V_h$, and $Q_h$ defined as
\[
U_h = \text{span} \{ \phi_i \}_{i=1}^{n_U}, \quad V_h = \text{span} \{ \psi_i \}_{i=1}^{n_V}, \quad Q_h = \text{span} \{ \chi_i \}_{i=1}^{n_Q}.
\]
Then the Galerkin method for problem (15) reads as follows: Find $(u_h, v_h, p_h) \in U_h \times V_h \times Q_h$ such that
\[
\begin{align*}
\langle \nabla u_h, \nabla \phi \rangle_{\Omega} + (p_h, \epsilon T_\Gamma \phi)_{\Gamma} &= (f, \phi)_{\Omega}, \quad \phi \in U_h, \\
\langle \nabla v_h, \nabla \psi \rangle_{\Gamma} - (p_h, \psi)_{\Gamma} &= (g, \psi)_{\Gamma}, \quad \psi \in V_h, \\
\langle \chi, \epsilon T_\Gamma u_h - e_h \rangle_{\Gamma} &= 0, \quad \chi \in Q_h.
\end{align*}
\]
Further, we shall define matrices $A_U$, $A_V$ and $B_U$, $B_V$ in the following way:
\[
\begin{align*}
A_U &\in \mathbb{R}^{n_U \times n_U}, \quad (A_U)_{i,j} = \langle \nabla \phi_j, \nabla \phi_i \rangle_{\Omega}, \\
A_V &\in \mathbb{R}^{n_V \times n_V}, \quad (A_V)_{i,j} = \langle \nabla \psi_j, \nabla \psi_i \rangle_{\Gamma}, \\
B_U &\in \mathbb{R}^{n_Q \times n_U}, \quad (B_U)_{i,j} = \langle \epsilon T_\Gamma \phi_j, \chi_i \rangle_{\Gamma}, \\
B_V &\in \mathbb{R}^{n_Q \times n_V}, \quad (B_V)_{i,j} = -\langle \psi_j, \chi_i \rangle_{\Gamma}.
\end{align*}
\]
We note that $B_V$ can be viewed as a representation of the negative identity mapping between spaces $V_h$ and $Q_h$. Similarly, matrix $B_U$ can be viewed as a composite, $B_U = M_{Q}^{-1}T$. Here $M_{Q}$ is the representation of an identity map from space $U_h$ to space $Q_h$. The space $U_h$ is the image of $U_h$ under the trace mapping $T$. We shall respectively denote the dimension of the space and its basis functions $n_{T}$ and $\tilde{\phi}_i$, $i \in [1,n_{T}]$. Matrix $T \in \mathbb{R}^{n_{T} \times n_{U}}$ is then a representation of the trace mapping $T: U_h \rightarrow U_h$.

We note that the rank of $T$ is $n_{Q}$, and mirroring the continuous operator $T$, the matrix has a unique right inverse $T^+$. We refer the reader to [36] for the continuous case. The matrix $T^+$ can be computed as a pseudoinverse via the reduced singular value decomposition $TU = Q\Sigma$; see, e.g., [45, Ch. 11]. Then $T^+ = U\Sigma^{-1}Q$. Here, the columns of $U$ can be viewed as coordinates of functions $\tilde{\phi}_i$ zero-extended to $\Omega$ such that they form the $l^2$ orthonormal basis of the subspace of $\mathbb{R}^{n_{U}}$ where the problem $Tu = \sigma$ is solvable. Further, the kernel of $T$ is spanned by $n_{U}$-vectors representing those functions in $U_h$ whose trace on $\Gamma$ is zero.

For the space $U_h$ constructed by the finite element method with the triangulation of $\Omega$ such that $\Gamma$ is aligned with the element boundaries (cf. Figure 1), it is a consequence of the nodality of the basis that $T^+ = T^*$.

With definitions (23) we use $A$ to represent the operator $A$ from (15) in the basis of $W_h \times Q_h$:

$$A = \begin{bmatrix} A_U & B_U^- \\ B_U & B_V^- \end{bmatrix}.$$

Finally, a discrete $Q$-cap preconditioner is defined as a matrix representation of (22) with respect to the basis of $W_h \times Q_h$:

$$B_Q = \begin{bmatrix} A_U & 0 \\ 0 & \epsilon^2 H(-\frac{1}{2}) + H(-1) \end{bmatrix}^{-1}.$$

The matrices $A$, $M$ which are used to compute the values $H(\cdot)$ through the definition (8) have the properties $|p|_{T}^2 = p^TAp$ and $||\sigma||_{T} = p^TMp$ for every $p \in Q_h$ and $p \in \mathbb{R}^{n_{Q}}$ its coordinate vector. Note that due to properties of matrices $M(\cdot)$, the matrix $N_Q$,

$$N_Q = [\epsilon^2 H(-\frac{1}{2}) + H(-1)]^{-1} = U [\epsilon^2 A^i + A^{-1}]^{-1} U^T,$$

is the inverse of the final block of $B_Q$.

By Theorem 4 and the assumption on spaces $W_h \times Q_h$ being stable, the matrix $B_QA$ has a spectrum bounded independently of the parameter $\epsilon$ and the size of the system or equivalently discretization parameter $h$. In turn, $B_Q$ is a good preconditioner for matrix $A$. To demonstrate this property we shall now construct a stable discretization of the space $W \times Q$ using the finite element method.

### 3.2. Stable subspaces for $Q$-cap preconditioner.

For $h > 0$ fixed, let $\Omega_h$ be the polygonal approximation of $\Omega$. For the set $\Omega_h$, we construct a shape-regular triangulation consisting of closed triangles $K_h$ such that $\Gamma \cap K_h$ is an edge $e$ of the triangle. Let $\Gamma_h$ be a union of such edges. The discrete spaces $W_h \subset W$ and $Q_h \subset Q$ shall be defined in the following way. Let

$$U_h = \{v \in C(\Omega_h) : v|_{K} = P_1(K)\},$$

$$V_h = \{v \in C(\Gamma_h) : v|_{e} = P_1(e)\},$$
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where $P_1(D)$ are linear polynomials on the simplex $D$. Then we set
\begin{align}
W_h &= (U_h \cap H_0^1(\Omega)) \times (V_h \cap H_0^1(\Gamma)), \\
Q_h &= V_h \cap H_0^1(\Gamma).
\end{align}

Let $A_h, B_h$ be the finite dimensional operators defined on the approximation spaces (28) in terms of the Galerkin method for operators $A, B$ in (16). Since the constructed spaces are conforming, the operators $A_h, B_h$ are continuous with respect to the norms (20). Further, $A_h$ is $W$-elliptic on $W_h$ since the operator defines an inner product on the discrete space. Thus, to show that the spaces $W_h \times Q_h$ are stable, it remains to show that the discrete inf-sup condition holds.

**Lemma 5.** Let $W_h \subset W, Q_h \subset Q$ be the spaces (28). Further, let $\|\cdot\|_W, \|\cdot\|_Q$ be the norms (20). Finally, let $B_h$ be such that $\langle B_h w_h, q_h \rangle = \langle B w, q_h \rangle, w \in W$. There exists a constant $\beta > 0$ such that
\begin{align}
\inf_{q_h \in Q_h} \sup_{w_h \in W_h} \frac{\langle B_h w_h, q_h \rangle}{\|w_h\|_W \|q_h\|_Q} \geq \beta.
\end{align}

**Proof.** Recall that $Q = \epsilon H^{-1}(\Gamma) \cap H^{-1}(\Gamma)$. We follow the steps of the continuous inf-sup condition in reverse order. By definition,
\begin{align}
\|q_h\|_Q &= \sup_{p \in H_0^1(\Gamma) + H_0^1(\Gamma)} \frac{\langle q_h, p \rangle}{\inf_{p = p_1 + p_2} \sqrt{\epsilon^{-2} \|p_1\|_{\Gamma, \Gamma}^2 + \|p_2\|_{\Gamma, \Gamma}^2}} \\
&= \sup_{p=p_1+p_2} \frac{\langle q_h, p_1 \rangle + \langle q_h, p_2 \rangle}{\sqrt{\epsilon^{-2} \|p_1\|_{\Gamma, \Gamma}^2 + \|p_2\|_{\Gamma, \Gamma}^2}}.
\end{align}

For each $p_1 \in H_0^1(\Gamma)$, let $u_h \in U_h$ be the weak solution of the boundary value problem
\begin{align}
-\Delta u &= 0 \quad \text{in } \Omega, \\
c u &= p_1 \quad \text{on } \Gamma, \\
u &= 0 \quad \text{on } \partial \Omega.
\end{align}

Then $\epsilon \Gamma u_h = p_1$ in $H_0^1(\Gamma)$ and $|u_h|_{1,\Omega} \leq C \|p_1\|_{\Gamma, \Gamma}$ for some constant $C$ depending only on $\Omega$ and $\Gamma$. For each $p_2 \in H_0^1(\Gamma)$, let $v_h \in V_h$ be the $L^2$ projection of $p_2$ onto the space $V_h$:
\begin{align}
\langle v_h - p_2, z \rangle = 0, \quad z \in V_h.
\end{align}

By construction we then have $\langle q_h, p_2 - v_h \rangle = 0$ for all $q_h \in Q_h$ and $\|v_h\|_{0,\Gamma} \leq \|p_2\|_{0,\Gamma}$. Moreover, for shape-regular triangulation, the projection $\Pi : H_0^1(\Gamma) \to \Pi H_0^1(\Gamma)$ is bounded in the $H_0^1(\Gamma)$ norm:
\begin{align}
|v_h|_{1,\Gamma} \leq \|p_2\|_{1,\Gamma}.
\end{align}

We refer the reader to [10, Ch. 7] for this result. For constructed $u_h, v_h$ it follows from (30) that
\begin{align}
\|q_h\|_Q &\leq \sup_{w_h \in U_h + V_h} \sup_{w_h = u_h + v_h} \frac{\langle q_h, \epsilon \Gamma u_h + v_h \rangle}{\sqrt{|u_h|_{\Omega, \Omega}^2 + |v_h|_{\Gamma, \Gamma}^2}} \\
&= \sup_{(u_h, v_h) \in U_h \times V_h} \frac{\langle q_h, \epsilon \Gamma u_h + v_h \rangle}{\|u_h, v_h\|_W} = \sup_{w_h \in W_h} \frac{\langle B_h w_h, q_h \rangle}{\|w_h\|_W}.
\end{align}
The constructed stable discretizations (28) are a special case of conforming spaces built from $U_{h,k} \subset H^1(\Omega)$ and $V_{h,l} \subset H^1(\Gamma)$ defined as

$$U_{h,k} = \{ v \in C(\Omega_h) : v|_K = \mathbb{P}_k(K) \},$$
$$V_{h,l} = \{ v \in C(\Gamma_h) : v|_e = \mathbb{P}_l(e) \}.$$ (33)

The following corollary gives a necessary compatibility condition on polynomial degrees in order to build inf-sup stable spaces from components (33).

**Corollary 6.** Let $W_{h,k,l} = (U_{h,k} \cap H_0^1(\Omega)) \times (V_{h,l} \cap H_0^1(\Gamma))$ and $Q_{h,m} = V_{h,m} \cap H_0^1(\Gamma)$. The necessary condition for (29) to hold with space $W_{h,k,l} \times Q_{h,m}$ is that $m \leq \max(k,l)$.

**Proof.** Note that $T_\Gamma u_h - v_h$ is a piecewise polynomial of degree $\max(k,l)$. Suppose $m > \max(k,l)$. Then for each $(u_h, v_h) \in W_{h,k,l}$ we can find an orthogonal polynomial $0 \neq q_h \in Q_{h,m}$ such that

$$(q_h, T_\Gamma u_h - v_h)_\Gamma = 0.$$ 

In turn, $\beta = 0$ in (29), and the discrete inf-sup condition cannot hold. \[\square\]

### 3.3. Numerical experiments.

Let now $A$, $B_Q$ be the matrices (24), (25) assembled over the constructed stable spaces (28). We demonstrate the robustness of the $Q$-cap preconditioner (22) through a pair of numerical experiments. First, the *exact* preconditioner represented by the matrix $B_Q$ is considered, and we are interested in the condition number of $B_Q A$ for different values of the parameter $\epsilon$. The spectral condition number is computed from the smallest and largest (in magnitude) eigenvalues of the generalized eigenvalue problem $A x = \lambda B_Q x$, which is here solved by SLEPC [27].

The obtained results are reported in Table 3. In general, the condition numbers are well behaved, indicating that $B_Q$ defines a parameter robust preconditioner. We note that for $\epsilon \ll 1$ the spectral condition number is close to $(1 + \sqrt{\epsilon})/(\sqrt{\epsilon} - 1) \approx 2.618$. In section 3.4 this observation is explained by the relation of the proposed preconditioner $B_Q$ and the matrix preconditioner of Murphy, Golub, and Wathen [37].

<table>
<thead>
<tr>
<th>Size</th>
<th>nQ</th>
<th>$\log_{10} \epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>99</td>
<td>9</td>
<td>2.655</td>
</tr>
<tr>
<td>323</td>
<td>17</td>
<td>2.698</td>
</tr>
<tr>
<td>1155</td>
<td>33</td>
<td>2.778</td>
</tr>
<tr>
<td>4355</td>
<td>65</td>
<td>2.932</td>
</tr>
<tr>
<td>16899</td>
<td>129</td>
<td>3.217</td>
</tr>
<tr>
<td>60563</td>
<td>257</td>
<td>3.710</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Size</th>
<th>nQ</th>
<th>$\log_{10} \epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>99</td>
<td>9</td>
<td>2.969</td>
</tr>
<tr>
<td>323</td>
<td>17</td>
<td>5.966</td>
</tr>
<tr>
<td>1155</td>
<td>33</td>
<td>7.031</td>
</tr>
<tr>
<td>4355</td>
<td>65</td>
<td>7.830</td>
</tr>
<tr>
<td>16899</td>
<td>129</td>
<td>8.343</td>
</tr>
<tr>
<td>60563</td>
<td>257</td>
<td>8.637</td>
</tr>
</tbody>
</table>

In the second experiment, we monitor the number of iterations required for convergence of the MinRes method [38] (the implementation is provided by cbc.block [34]) applied to the preconditioned equation $B_Q A x = B_Q b$. The operator $B_Q$ is an

---

2 We use the generalized Davidson method with the Cholesky preconditioner and convergence tolerance $10^{-5}$.
efficient and spectrally equivalent approximation of $\Xi_Q$,

$$
\Xi_Q = \begin{bmatrix}
AMG (A_U) \\
LU(A_V) \\
N_Q
\end{bmatrix},
$$

with $N_Q$ defined in (26). The iterations are started from a random initial vector, and as a stopping criterion a condition on the magnitude of the $k$th preconditioned residual $r_k$, $r_k^T \Xi_Q r_k < 10^{-12}$ is used. The observed number of iterations is shown in Table 4. Robustness with respect to size of the system and the material parameter is evident as the iteration count is bounded for all the considered discretizations and values of $\epsilon$.

### Table 4
Iteration count for convergence of $\Xi_Q Ax = \Xi_Q b$ solved with the minimal residual method. The problem is assembled on geometry (a) from Figure 1.

<table>
<thead>
<tr>
<th>Size</th>
<th>$n_Q$</th>
<th>log$_{10} \epsilon$</th>
<th>$-3$</th>
<th>$-2$</th>
<th>$-1$</th>
<th>$0$</th>
<th>$1$</th>
<th>$2$</th>
<th>$3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>66563</td>
<td>257</td>
<td>20</td>
<td>34</td>
<td>37</td>
<td>32</td>
<td>28</td>
<td>28</td>
<td>24</td>
<td>21</td>
</tr>
<tr>
<td>264195</td>
<td>513</td>
<td>22</td>
<td>34</td>
<td>34</td>
<td>30</td>
<td>26</td>
<td>24</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>1052675</td>
<td>1025</td>
<td>24</td>
<td>33</td>
<td>32</td>
<td>28</td>
<td>26</td>
<td>22</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>4202499</td>
<td>2049</td>
<td>26</td>
<td>32</td>
<td>30</td>
<td>26</td>
<td>24</td>
<td>22</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>8398403</td>
<td>2897</td>
<td>26</td>
<td>30</td>
<td>30</td>
<td>26</td>
<td>22</td>
<td>19</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>11075583</td>
<td>3327</td>
<td>26</td>
<td>30</td>
<td>30</td>
<td>26</td>
<td>22</td>
<td>19</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

Comparing Tables 3 and 4, we observe that the $\epsilon$-behavior of the condition number and the iteration counts are different. In particular, fewer iterations are required for $\epsilon = 10^3$ than for $\epsilon = 10^{-3}$, while the condition number in the former case is larger. Moreover, the condition numbers for $\epsilon > 1$ are almost identical, whereas the iteration counts decrease as the parameter grows. We note that these observations should be viewed in light of the fact that the convergence of the minimal residual method in general does not depend solely on the condition number (e.g., [29]), and a more detailed knowledge of the eigenvalues is required to understand the behavior.

Having proved and numerically verified the properties of the $Q$-cap preconditioner, we shall in the next section link $\Xi_Q$ to a block diagonal matrix preconditioner suggested by Murphy, Golub, and Wathen [37]. Both matrices are assumed to be assembled on the spaces (28), and the main objective of the section is to prove spectral equivalence of the two preconditioners.

### 3.4. Relation to Schur complement preconditioner
Consider a linear system $Ax = b$ with an indefinite matrix (24) which shall be preconditioned by a block diagonal matrix

$$
\Xi = \text{diag} (A_U, A_V, S)^{-1}, \quad S = B_U A_U^{-1} B_U^T + B_V A_V^{-1} B_V^T,
$$

where $S$ is the negative Schur complement of $A$. Following [37], the spectrum of $BA$ consists of three distinct eigenvalues. In fact, $\rho(BA) = \{1, \frac{1}{2} \pm \frac{1}{2} \sqrt{3}\}$. A suitable Krylov method is thus expected to converge in no more than three iterations. However, in its presented form, $\Xi$ does not define an efficient preconditioner. In particular, the cost of setting up the Schur complement comes close to inverting the system matrix $A$. Therefore, a cheaply computable approximation of $S$ is needed to make the preconditioner practical (see, e.g., [8, Ch. 10.1] for an overview of generic methods...
for constructing the approximation. We proceed to show that if spaces (28) are used for discretization, the Schur complement is more efficiently approximated with the inverse of the matrix $N_Q$ defined in (26).

Let $W_h, Q_h$ be the spaces (28). Then the mass matrix $M_{QQ} = M_{VQ}$ (cf. the discussion prior to (23)), and the matrix will be referred to as $M$. Moreover, let us set $A_V = A$. With these definitions the Schur complement of $A$ reads

$$\tag{36} S = e^2M TA^{-1}T^*M + MA^{-1}M.$$ 

Further, note that such matrices $A, M$ are suitable for constructing the approximation of the $H_s$ norm on the space $Q_h$ by the mapping (8). In particular, $A$ is such that $|p|_{1, \Gamma}^2 = p^T A p$ with $p \in Q_h$ and $p \in \mathbb{R}^{n_Q}$ its coordinate vector. In turn, the inverse of the matrix $N_Q$ reads

$$\tag{37} N_Q^{-1} = \left( MU \right) \left( e^2A^{-1} + A_\Gamma^{-1} \right) \left( MU \right)^T = e^2H\left(-\frac{1}{2}\right) + H(-1).$$

Recalling that $H(-1) = MA^{-1}M$ and contrasting (36) with (37), we see that the matrices differ only in the first terms. We shall first show that if the terms are spectrally equivalent, then so are $S$ and $N_Q^{-1}$.

**Theorem 7.** Let $S, N_Q^{-1}$ be the matrices defined, respectively, in (36) and (37), and let $n_Q$ be their size. Assume that there exist positive constants $c_1, c_2$ dependent only on $\Omega$ and $\Gamma$ such that for every $n_Q > 0$ and any $p \in \mathbb{R}^{n_Q}$

$$c_1 p^T H\left(-\frac{1}{2}\right) p \leq p^T M TA^{-1}T^*M p \leq c_2 p^T H\left(-\frac{1}{2}\right) p.$$ 

Then, for each $n_Q > 0$, matrix $S$ is spectrally equivalent with $N_Q^{-1}$.

**Proof.** By direct calculation we have

$$p^T Sp = e^2 p^T M TA^{-1}T^*M p + p^T H(-1) p$$

$$\leq c_2 e^2 p^T H\left(-\frac{1}{2}\right) p + p^T H(-1) p$$

$$\leq C_2 p^T N_Q^{-1} p$$

for $C_2 = \sqrt{1 + c_2^2}$. The existence of the lower bound follows from the estimate

$$p^T Sp \geq c_1 e^2 p^T H\left(-\frac{1}{2}\right) p + p^T H(-1) p \geq C_1 p^T N_Q^{-1} p$$

with $C_1 = \min(1, c_1)$. The spectral equivalence of preconditioners $B_Q$ and $B$ now follows immediately from Theorem 7. Note that for $\epsilon \ll 1$ the term $H(-1)$ dominates both $S$ and $N_Q^{-1}$. In turn, the spectrum of $B_A$ is expected to approximate well the eigenvalues of $B_Q A$. This is then a qualitative explanation of why the spectral condition numbers of $B_Q A$, observed for $\epsilon = 10^{-3}$ in Table 3 are close to $(1 + \sqrt{\epsilon})/(\sqrt{\epsilon} - 1)$. It remains to prove that the assumption of Theorem 7 holds.

**Lemma 8.** There exist constants $c_1, c_2 > 0$ depending only on $\Omega, \Gamma$ such that for all $n_Q > 0$ and $p \in \mathbb{R}^{n_Q}$

$$c_1 p^T H\left(-\frac{1}{2}\right) p \leq p^T M TA^{-1}T^*M p \leq c_2 p^T H\left(-\frac{1}{2}\right) p.$$
Proof. For the sake of readability let \( n = n_Q \) and \( m = n_U \). Since \( M \) is symmetric and invertible, \( H(-\frac{1}{2}) = MUA^{-1}U^TM \) and \( UA^{-1}U^T = H(\frac{1}{2})^{-1} \), the statement is equivalent to

\[
(38) \quad c_1 y^T H(\frac{1}{2})^{-1} y \leq y^T T A U^{-1} T^T y \leq c_2 y^T H(\frac{1}{2})^{-1} y \quad \text{for all } y \in \mathbb{R}^m.
\]

The proof is based on properties of the continuous trace operator \( T \). Recall the trace inequality: There exists a positive constant \( K_2 = K_2 (\Omega, T) \) such that \( \| T^t u \|_T \leq K_2 \| u \|_{1,\Omega} \) for all \( u \in H^1_0(\Omega) \). From here it follows that the sequence \( \{ \lambda_m \} \), where for each \( m \) value \( \lambda_m^\max \) is the largest eigenvalue of the eigenvalue problem

\[
(39) \quad T^T H(\frac{1}{2}) T u = \lambda A_U u,
\]

is bounded from above by \( K_2 \). Note that the eigenvalue problem can be solved with a nontrivial eigenvalue only for \( u \in \mathbb{R}^n \) for which there exists some \( q \in \mathbb{R}^m \) such that \( u = T q \). Consequently, the eigenvalue problem becomes \( T^T H(\frac{1}{2}) q = \lambda A_U T q \). Next, applying the inverse of \( A_U \) and the trace matrix yields \( T A_U^{-1} T^T H(\frac{1}{2}) q = \lambda q \). Finally, setting \( q = H(\frac{1}{2})^{-1} p \) yields

\[
(40) \quad T A_U^{-1} T^T p = \lambda H(\frac{1}{2})^{-1} p.
\]

Thus the largest eigenvalues of (39) and (40) coincide, and, in turn, \( C_2 = K_2 \). Further, (40) has only positive eigenvalues, and the smallest nonzero eigenvalue of (39) is the smallest eigenvalue \( \lambda_m^\min \) of (40). Therefore, for all \( y \in \mathbb{R}^m \) it holds that

\[
\lambda_m^\min y^T H(\frac{1}{2})^{-1} y \leq y^T T A U^{-1} T^T y.
\]

But the sequence \( \{ \lambda_m^\min \} \) is bounded from below since the right-inverse of the trace operator is bounded [36].

The proof of Lemma 8 suggests that the constants \( c_1, c_2 \) for spectral equivalence are computable as the limit of convergent sequences \( \{ \lambda_m^\min \}, \{ \lambda_m^\max \} \) consisting of the smallest and largest eigenvalues of the generalized eigenvalue problem (40). Convergence of such sequences for the two geometries in Figure 1 is shown in Figure 2. For the simple geometry (a), the sequences converge rather fast, and the equivalence constants \( c_1, c_2 \) are clearly visible in the figure. Convergence on the more complex geometry (b) is slower.

So far we have by Theorem 4 and Lemma 5 that the condition numbers of matrices \( B_Q A \) assembled over spaces (28) are bounded by constants independent of \( \{ h, \epsilon \} \). A more detailed characterization of the spectrum of the system preconditioned by the \( Q \)-cap preconditioner is given next. In particular, we relate the spectrum to computable bounds \( C_1, C_2 \) and characterize the distribution of eigenvalues. Further, the effect of varying \( \epsilon \) (cf. Tables 3–4) is illustrated by numerical experiment.

3.5. Spectrum of the \( Q \)-cap preconditioned system. In the following, the left-right preconditioning of \( A \) based on \( B_Q \) is considered, and we are interested in the spectrum of

\[
(41) \quad B_Q^+ A B_Q^+ = \begin{bmatrix}
I_U & A_U^t B_U N_Q^t \\
N_Q B_U A_U^t & I_V \\
N_Q B_V A_V^t & A_V^t B_V^t N_Q^t
\end{bmatrix}.
\]

The spectra of the left preconditioner system \( B_Q A \) and the left-right preconditioned system \( B_Q A B_Q^+ \) are identical. Using results of [41] the spectrum \( \rho \) of (41) is such that...
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Fig. 2. Convergence of sequences \( \{ \lambda_m^{\max} \} \) \( \{ \lambda_m^{\min} \} \) from Lemma 8 for geometries in Figure 1. For all sequences but \( \max(b) \) the constant bound is reached within the considered range of discretization parameter \( m = n_Q \).

\[
\rho = I^- \cup I^+ \quad \text{with}
\]

\[
I^- = \left[ \frac{1 - \sqrt{1 + 4\sigma_{\max}^2}}{2}, \frac{1 - \sqrt{1 + 4\sigma_{\min}^2}}{2} \right], \quad I^+ = \left[ 1, \frac{1 + \sqrt{1 + 4\sigma_{\max}^2}}{2} \right],
\]

and \( \sigma_{\min}, \sigma_{\max} \) the smallest and largest singular values of the block matrix formed by the first two row blocks in the last column of \( B_Q A \mathcal{B}_1 Q \). We shall denote the matrix as \( D \):

\[
D = \begin{bmatrix}
A_q^i B_u^i N_Q^i & A_q^i B_v^i N_Q^i
\end{bmatrix}.
\]

**Proposition 9.** The condition number \( \kappa(B_Q A) \) is bounded such that

\[
\kappa(B_Q A) \leq \frac{1 + \sqrt{1 + 4C_2^2}}{1 - \sqrt{1 + 4C_1^2}},
\]

where \( C_1, C_2 \) are the spectral equivalence bounds from Theorem 7.

**Proof.** Note that the singular values of matrix \( D \) and the eigenvalues of matrix \( N_Q^iS_Q^i \) are identical. Further, using Theorem 7 with \( p = N_Q^i q, q \in \mathbb{R}^{n_Q} \) yields

\[
C_1 q^i q \leq q^i N_Q^i S_Q^i q \leq C_2 q^i q \quad \text{for all} \quad q \in \mathbb{R}^{n_Q}.
\]

In turn, the spectrum of matrices \( N_Q^i S_Q^i \) is contained in the interval \([C_1, C_2]\). The statement now follows from (42).

From numerical experiments we observe that the bound due to Proposition 9 slightly overestimates the condition number of the system. For example, using numerical trace bounds (cf. Figure 2) of geometry (a) in Figure 1, \( c_1 = 0.204, c_2 = 0.499 \), and Theorem 7, the formula yields 9.607 as the upper bound on the condition number. On the other hand, condition numbers reported in Table 3 do not exceed 8.637. Similarly, using estimated bounds for geometry (b), \( c_1 = 0.237, c_2 = 0.716 \), the formula gives the upper bound 8.676. The largest condition number in our experiments (not reported here) was 7.404.
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Fig. 3. Eigenvalues of matrices \( B Q A \) assembled on geometries from Figure 1 for three different values of \( \epsilon \). The value of \( \epsilon \) is indicated by gray vertical lines. On the left side of the lines is the spectrum for configuration (a). The spectrum for geometry (b) is then plotted on the right side. For \( \epsilon \ll 1 \) the eigenvalues cluster near \( \lambda = 1 \) and \( \lambda = \frac{1}{2} \pm \frac{1}{2} \sqrt{5} \) (indicated by gray horizontal lines), which form the spectrum of \( BA \).

It is clear that (42) could be used to analyze the effect of the parameter \( \epsilon \) on the spectrum provided that the singular values \( \sigma_{\min}, \sigma_{\max} \) were given as functions of \( \epsilon \). We do not attempt to give this characterization here. Instead the effect of \( \epsilon \) is illustrated by a numerical experiment. Figure 3 considers the spectrum of \( B Q A \) assembled on geometries from Figure 1 and three different values of the parameter. The systems from the two geometrical configurations are similar in size: 4355 for (a) and 4493 for (b). Note that for \( \epsilon \ll 1 \) the eigenvalues for both configurations cluster near \( \lambda = 1 \) and \( \lambda = \frac{1}{2} \pm \frac{1}{2} \sqrt{5} \), that is, near the eigenvalues of \( BA \). This observation is expected in light of the discussion following Theorem 7. With \( \epsilon \) increasing, the difference between \( B Q \) and \( B \) caused by \( H(\frac{1}{2}) \) becomes visible as the eigenvalues are no longer clustered. Observe that in these cases the lengths of intervals \( I^-, I^+ \) are greater for geometry (b). This observation can be qualitatively understood via Proposition 9, Theorem 7, and Figure 2, where the trace map constants \( c_1, c_2 \) of configuration (a) are more widely spread than those of (b).

4. \( W \)-cap preconditioner. To circumvent the need for mappings involving fractional Sobolev spaces, we shall next study a different preconditioner for (14). As will be seen, the new \( W \)-cap preconditioner (18) is still robust with respect to the material and discretization parameters.

Consider operator \( A \) from problem (15) as a mapping \( W \times Q \rightarrow W^* \times Q^* \), with spaces \( W, Q \) defined as

\[
W = (H^1_0(\Omega) \cap \epsilon H^1_0(\Gamma)) \times H^1_0(\Gamma),
\]

\[
Q = H^{-1}(\Gamma).
\]

The spaces are equipped with norms

\[
\|w\|^2_W = |u|_1^2 + \epsilon^2 |T_{1\Gamma}u|^2_{1,\Gamma} + |v|^2_{1,\Gamma} \quad \text{and} \quad \|p\|^2_Q = \|p\|^2_{-1,\Gamma}.
\]

Note that the trace of functions from space \( U \) is here controlled in the norm \( |.|_{1,\Gamma} \) and not the fractional norm \( ||.|_{1,\Gamma} \), as was the case in section 3. Also note that the space

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
W now is dependent on $\epsilon$ while $Q$ is not. The following result establishes the well-posedness of (14) with the above spaces.

**Theorem 10.** Let $W$ and $Q$ be the spaces (43). The operator $A : W \times Q \to W^* \times Q^*$, defined in (15), is an isomorphism, and the condition number of $A$ is bounded independently of $\epsilon > 0$.

**Proof.** The proof proceeds by verifying the Brezzi conditions in Theorem 13. With $w = (u, v)$, $\omega = (\phi, \psi)$, application of the Cauchy–Schwarz inequality yields

$$
\langle Aw, \omega \rangle_\Omega = (\nabla u, \nabla \phi)_\Omega + (\nabla v, \nabla \psi)_\Gamma \\
\leq |u|_{1,\Omega}\phi|_{1,\Omega} + |v|_{1,\Gamma}\psi|_{1,\Gamma} \\
\leq |u|_{1,\Omega}\phi|_{1,\Omega} + \epsilon^2|T_\Gamma u|_{1,\Gamma}\phi|_{1,\Gamma} + |v|_{1,\Gamma}\psi|_{1,\Gamma} \\
\leq \|u\|\|\omega\|.
$$

Therefore, $A$ is bounded with $\|A\| = 1$, and (51d) holds. The coercivity of $A$ on ker $B$ for (51b) is obtained from

$$
\inf_{w \in \text{ker } B} \frac{\langle Aw, w \rangle_\Omega}{\|w\|_W^2} = \inf_{w \in \text{ker } B} \frac{|u|_{1,\Omega}^2 + |v|_{1,\Gamma}^2}{|u|_{1,\Omega}^2 + \epsilon^2|T_\Gamma u|_{1,\Gamma}^2 + |v|_{1,\Gamma}^2} \\
= \inf_{w \in \text{ker } B} \frac{|u|_{1,\Omega}^2 + |v|_{1,\Gamma}^2}{|u|_{1,\Omega}^2 + 2|v|_{1,\Gamma}^2} \geq \frac{1}{2},
$$

where we used that $\epsilon T_\Gamma u = v$ a.e. on the kernel. Consequently, $\alpha = \frac{1}{2}$. Boundedness of $B$ in (51c) with a constant $\|B\| = \sqrt{2}$ follows from the Cauchy–Schwarz inequality:

$$
(Bw, q)_\Gamma \leq \|q\|_{-1,\Gamma} |\epsilon T_\Gamma u|_{1,\Gamma} + \|q\|_{-1,\Gamma} |v|_{1,\Gamma} \\
\leq \sqrt{2}\|q\|_{\Omega} \sqrt{\epsilon^2|T_\Gamma u|_{1,\Gamma}^2 + |v|_{1,\Gamma}^2} \\
\leq \sqrt{2}\|q\|_{\Omega} \sqrt{|u|_{1,\Omega}^2 + \epsilon^2|T_\Gamma u|_{1,\Gamma}^2 + |v|_{1,\Gamma}^2} \\
\leq \sqrt{2}\|q\|_{\Omega} \|w\|.
$$

To show that the inf-sup condition holds, compute

$$
\sup_{w \in W} \frac{(Bw, q)_\Gamma}{\|w\|_W} = \sup_{w \in W} \frac{(q, \epsilon T_\Gamma u - v)_\Gamma}{\sqrt{|u|_{1,\Omega}^2 + \epsilon^2|T_\Gamma u|_{1,\Gamma}^2 + |v|_{1,\Gamma}^2}} \\
\overset{w=0}{\geq} \sup_{v \in V} \frac{(q, v)_\Gamma}{|v|_{1,\Gamma}} = \|q\|_Q.
$$

Thus $\beta = 1$ in condition (51d).

Following Theorem 10, the operator $A$ is a symmetric isomorphism between spaces $W \times Q$ and $W^* \times Q^*$. As a preconditioner we shall consider a symmetric positive-definite isomorphism $W^* \times Q^* \to W \times Q$:

$$
B_W = \begin{bmatrix}
(-\Delta_\Omega + T_\Gamma^* (-\epsilon^2 \Delta_\Gamma) T_\Gamma)^{-1} \\
(-\Delta_\Gamma)^{-1} - \Delta_\Gamma
\end{bmatrix}.
$$
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4.1. Discrete preconditioner. Similar to section 3.1, we shall construct discretizations $W_h \times Q_h$ of space $W \times Q$ (43) such that the finite dimensional operator $A_h$ defined by considering $A$ from (15) on the constructed spaces satisfies the Brezzi conditions in Theorem 13.

Let $W_h \subset W$ and $Q_h \subset Q$ be the spaces (28) of continuous piecewise linear polynomials. Then $A_h$, $B_h$ are continuous with respect to norms (44), and it remains to verify conditions (51a) and (51d). First, coercivity of $A_h$ is considered.

**Lemma 5.** In particular, it holds that

The estimate together with (47) proves the claim of the lemma.

**Proof.** To see that the inclusion holds, let $z_h \in \ker B_h$. Then there exists a constant $\alpha > 0$ such that, for all $z_h \in \ker B_h$,

where $\|w\|_W$ is defined in (44).

**Proof.** We first proceed as in the proof of Theorem 10 and compute

Next, for each $p \in H^1_0(\Gamma)$, let $v_h = \Pi p$ be the element of $V_h$ defined in the proof of Lemma 5. In particular, it holds that

and $|v_h|_{1,\Gamma} \leq C|p|_{1,\Gamma}$ for some constant $C$ depending only on $\Omega$ and $\Gamma$. Then

The estimate together with (47) proves the claim of the lemma.

Let now $A_U$, $A_V$ and $B_U$, $B_V$ be the matrices defined in (23) as representations of the corresponding finite dimensional operators in the basis of the stable spaces $W_h$ and $Q_h$. We shall represent the preconditioner $B_W$ by a matrix

Finally, to show that the discretization $W_h \times Q_h$ is stable, we show that the inf-sup condition for $B_h$ holds.

**Lemma 11.** Let $W_h, Q_h$ be the spaces (28), and let $A_h, B_h$ be such that $\langle Aw, \omega_h \rangle_\Omega = \langle A_h w_h, \omega_h \rangle_\Omega$, $\langle Bw, q_h \rangle_\Gamma = \langle B_h w_h, q_h \rangle_\Gamma$ for $\omega_h, w_h \in W_h$, $w \in W$, and $q_h \in Q_h$. Then there exists a constant $\alpha > 0$ such that, for all $z_h \in \ker B_h$,

where $\|w\|_Q$ is defined in (44).

**Proof.** We first proceed as in the proof of Theorem 10 and compute

Finally, we invoke the discrete Helmholtz theorem.

**Lemma 12.** Let spaces $W_h, Q_h$ and operator $B_h$ from Lemma 11 be given. Then there exists $\beta > 0$ such that

We shall represent the preconditioner $B_W$ by a matrix

Finally, to show that the discretization $W_h \times Q_h$ is stable, we show that the inf-sup condition for $B_h$ holds.
where \( H(-1)^{-1} = M^{-1}A M^{-1} \) (cf. (8)) and \( M, A \) are the matrices inducing \( L^2 \) and \( H_0^1 \) inner products on \( Q_h \). Let us point out that there is an obvious correspondence between the matrix preconditioner \( B_W \) and the operator \( B_W \) defined in (18). On the other hand, it is not entirely straightforward that the matrix \( B \) represents the \( W \)-cap preconditioner defined in (45). In particular, since the isomorphism from \( Q^* = H_0^1(T) \) to \( Q = H^{-1}(T) \) is realized by the Laplacian, a case could be made for using the stiffness matrix \( A \) as a suitable representation of the operator.

Let us first argue for \( A \) not being a suitable representation for preconditioning. Note that the role of matrix \( A \in \mathbb{R}^{n \times n} \) in a linear system \( Ax = b \) is to transform vectors from the solution space \( \mathbb{R}^n \) to the residual space \( \mathbb{R}^n \). In the case when the matrix is invertible, the spaces coincide. However, to emphasize the conceptual difference between the spaces, let us write \( A : \mathbb{R}^n \to \mathbb{R}^{n \times r} \). Then a preconditioner matrix is a mapping \( B : \mathbb{R}^{n \times r} \to \mathbb{R}^{n \times r} \). The stiffness matrix \( A \), however, is such that \( A : \mathbb{R}^{n \times r} \to \mathbb{R}^{n \times r} \).

It remains to show that \( M^{-1}A M^{-1} \) is the correct representation of \( A = -\Delta \Gamma \). Recall that \( Q_h \subset Q^* \) and \( A \) is the matrix representation of operator \( A_h : Q_h \to Q^*_h \). Further, mappings \( \pi_h : Q_h \to \mathbb{R}^{n \times r} \), \( \mu_h : Q^*_h \to \mathbb{R}^{n \times r} \),

\[
p_h = \sum_j (\pi_h p_h)_j \chi_j, \quad p_h \in Q_h, \quad \text{and} \quad (\mu_h f_h)_j = (f_j, \chi_j), \quad f_h \in Q^*_h,
\]

define isomorphisms between \( Q_h, \mathbb{R}^{n \times r} \) and \( Q^*_h, \mathbb{R}^{n \times r} \), respectively. We can uniquely associate each \( p_h \in Q_h \) with a functional in \( Q^*_h \) via the Riesz map \( I_h : Q_h \to Q^*_h \) defined as \((I_h p_h, q_h)_\Gamma = (p_h, q_h)_\Gamma \). Since

\[
(\mu_h I_h p_h)_j = (I_h p_h, \chi_j)_\Gamma = \sum_i (\pi_h p_h)_i (\chi_i, \chi_j)_\Gamma,
\]

the operator \( I_h \) is represented as the mass matrix \( M \). The matrix then provides a natural isomorphism from \( \mathbb{R}^{n \times r} \) to \( \mathbb{R}^{n \times r} \). In turn, \( M^{-1}A M^{-1} : \mathbb{R}^{n \times r} \to \mathbb{R}^{n \times r} \) has the desired mapping properties. In conclusion, the inverse of the mass matrix was used in (48) as a natural adapter to obtain a matrix operating between spaces suitable for preconditioning.

Finally, we make a few observations about the matrix preconditioner \( B_W \). Recall that the \( Q \)-cap preconditioner \( B_Q \) could be related to the Schur complement based preconditioner (35) obtained by factorizing \( A \) in (24). The relation of \( A \) to the \( W \)-cap preconditioner matrix (48) is revealed in the following calculation:

\[
(49) \quad U L A = \begin{bmatrix}
A_V + \epsilon^2 T^\top A T
& \tau^2 A
& -M \\
-\epsilon M T
& \tau^2 A
& MA^{-1}M
\end{bmatrix},
\]

where

\[
U = \begin{bmatrix}
I & I & -T^\top \epsilon A M^{-1}
\end{bmatrix} \quad \text{and} \quad L = \begin{bmatrix}
I & 0 \\
0 & -M A^{-1} & 0
\end{bmatrix}.
\]

\[\text{Note that in section 1 the mapping } \mu_h \text{ was considered as } \mu_h : Q^*_h \to \mathbb{R}^{n \times r}. \text{ The definition used here reflects the conceptual distinction between spaces } \mathbb{R}^{n \times r} \text{ and } \mathbb{R}^{n \times r}. \text{ That is, } \mu_h \text{ is viewed as a map from the space of right-hand sides of the operator equation } A_h p_h = L_h \text{ to the space of right-hand sides of the corresponding matrix equation } A p = b.\]
Here the matrix \( L \) introduces a Schur complement of a submatrix of \( A \) corresponding to spaces \( V_h, Q_h \). The matrix \( U \) then eliminates the constraint on the space \( U_h \). Preconditioner \( \mathbb{B}_W \) could now be interpreted as coming from the diagonal of the resulting matrix in (49). Further, note that the action of the \( Q_h \)-block can be computed cheaply by Jacobi iterations with a diagonally preconditioned mass matrix (cf. [47]).

Table 5
Spectral condition numbers of matrices \( \mathbb{B}_W A \) for the system assembled on geometry (a) in Figure 1.

<table>
<thead>
<tr>
<th>Size</th>
<th>(-3)</th>
<th>(-2)</th>
<th>(-1)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>99</td>
<td>2.619</td>
<td>2.627</td>
<td>2.546</td>
<td>3.615</td>
<td>3.998</td>
<td>4.044</td>
<td>4.048</td>
</tr>
<tr>
<td>323</td>
<td>2.623</td>
<td>2.653</td>
<td>2.780</td>
<td>3.813</td>
<td>4.023</td>
<td>4.046</td>
<td>4.049</td>
</tr>
<tr>
<td>1155</td>
<td>2.631</td>
<td>2.692</td>
<td>3.194</td>
<td>3.925</td>
<td>4.036</td>
<td>4.048</td>
<td>4.049</td>
</tr>
<tr>
<td>4355</td>
<td>2.644</td>
<td>2.740</td>
<td>3.533</td>
<td>3.986</td>
<td>4.042</td>
<td>4.048</td>
<td>4.049</td>
</tr>
<tr>
<td>16899</td>
<td>2.668</td>
<td>2.788</td>
<td>3.761</td>
<td>4.017</td>
<td>4.046</td>
<td>4.049</td>
<td>4.049</td>
</tr>
<tr>
<td>66563</td>
<td>2.703</td>
<td>3.066</td>
<td>3.896</td>
<td>4.033</td>
<td>4.047</td>
<td>4.049</td>
<td>4.049</td>
</tr>
</tbody>
</table>

4.2. Numerical experiments. Parameter robust properties of the \( W \)-cap preconditioner are demonstrated by the two numerical experiments used to validate the \( Q \)-cap preconditioner in section 3.3. Both experiments use discretization of domain (a) from Figure 1. First, using the exact preconditioner, we consider the spectral condition numbers of matrices \( \mathbb{B}_W A \). Next, using an approximation of \( \mathbb{B}_W \), the linear system \( \mathbb{B}_W A x = \mathbb{B}_W f \) is solved with the minimal residual method. The operator \( \mathbb{B}_W \) is defined as

\[
\mathbb{B}_W = \begin{bmatrix}
\text{AMG}(A_U + \epsilon^2 T^\top A T) & LU(A) \\
LU(M) & A LU(M)
\end{bmatrix}.
\]

The spectral condition numbers of matrices \( \mathbb{B}_W A \) for different values of material parameter \( \epsilon \) are listed in Table 5. For all the considered discretizations, the condition numbers are bounded with respect to \( \epsilon \). We note that the mesh convergence of the condition numbers appears to be faster and the obtained values are in general smaller than in case of the \( Q \)-cap preconditioner (cf. Table 3).

Table 6 reports the number of iterations required for convergence of the minimal residual method for the linear system \( \mathbb{B}_W A x = \mathbb{B}_W f \). Like for the \( Q \)-cap preconditioner, the method is started from a random initial vector, and the condition \( r_k/\mathbb{B}_W r_k < 10^{-12} \) is used as a stopping criterion. We find that the iteration counts with the \( W \)-cap preconditioner are again bounded for all the values of the parameter \( \epsilon \). Consistent with the observations about the spectral condition number, the iteration count is in general smaller than for the system preconditioned with the \( Q \)-cap preconditioner.

We note that the observations from section 3.3 about the difference in \( \epsilon \)-dependence of condition numbers and iteration counts of the \( Q \)-cap preconditioner apply to the \( W \)-cap preconditioner as well.

Before addressing the question of computational costs of the proposed preconditioners, let us remark that the \( Q \)-cap preconditioner and the \( W \)-cap preconditioner are not spectrally equivalent. Further, both preconditioners yield numerical solutions with linearly (optimally) converging error; see Appendix B.

5. Computational costs. We conclude by assessing computational efficiency of the proposed preconditioners. In particular, the setup cost and its relation to the
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Table 6

<table>
<thead>
<tr>
<th>Size</th>
<th>log₁₀(ε)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-3</td>
</tr>
<tr>
<td>66563</td>
<td>17(-3)</td>
</tr>
<tr>
<td>26195</td>
<td>19(-3)</td>
</tr>
<tr>
<td>1052675</td>
<td>22(-2)</td>
</tr>
<tr>
<td>4202499</td>
<td>24(-2)</td>
</tr>
<tr>
<td>8398403</td>
<td>25(-1)</td>
</tr>
<tr>
<td>11075583</td>
<td>25(-1)</td>
</tr>
</tbody>
</table>

Iteration count for system $\mathbb{S}_W x = \mathbb{S}_W f$ solved with the minimal residual method. The problem is assembled on geometry (a) from Figure 1. A comparison to the number of iterations with the $Q$-cap preconditioned system is shown in the brackets (cf. also Table 4).

The aggregate solution time of the Krylov method is of interest. For simplicity we let $\epsilon = 1$.

In case of the $Q$-cap preconditioner discretized as (34) the setup cost is determined by the construction of algebraic multigrid (AMG) and the solution of the generalized eigenvalue problem $Ax = \lambda Mx$ (GEVP). The problem is here solved by calling the OpenBLAS [46] implementation of the LAPACK [3] routine DSYGVD. The setup cost of the $W$-cap preconditioner is dominated by the construction of multigrid for operator $A_U + T A T$. We found that the operator can be assembled with negligible costs and therefore do not report the timings of this operation.

The setup costs of the preconditioners obtained on a Linux machine with 16GB RAM and a single Intel Core i5-2500 CPU clocking at 3.3 GHz are reported in Table 7. We remark that the timings on the finest discretization deviate from the trend set by the predecessors. This is due to SWAP memory being required to complete the operations and the case should therefore be omitted from the discussion. On the remaining discretizations the following observations can be made: (i) the solution time always dominates the construction time by a factor 5.5 for $W$-cap and 3.5 for $Q$-cap; (ii) $W$-cap preconditioner is close to two times cheaper to construct than the $Q$-cap preconditioner in the form (34); (iii) the eigenvalue problem always takes fewer seconds to solve than the construction of multigrid.

For our problems of about 11 million nodes in the $2d$ domain, the strategy of solving the generalized eigenvalue problem using a standard LAPACK routine provided an adequate solution. However, the DSYGVD routine appears to be nearly cubic in complexity ($O(n^3)$ or $O(n^{1.35})$; cf. Table 7), which may represent a bottleneck for larger problems. However, the transformation $M_l^{-1} A M_l^{-1}$ with $M_l$ the lumped mass matrix presents a simple trick providing significant speed-up. In fact, the resulting eigenvalue problem is symmetric and tridiagonal and can be solved with fast algorithms of nearly quadratic complexity [20, 21]. We note that due to the spectral equivalence of $M$ and $M_l$ (e.g., [47]), the trick leads to a preconditioner spectrally equivalent to (25). In particular, the iteration count with lumping is expected to remain bounded. In our experiments (not reported here) the lumped preconditioner leads to convergence in 3–10 fewer iterations than (34). However, the savings should be interpreted in light of the fact that convergence in the two cases is measured with respect to different norms. Note also that the tridiagonal property holds under the assumption of $\Gamma$ having no bifurcations and that the elements are linear. To illustrate the potential gains with mass lumping, using the transformation and applying the dedicated LAPACK routine DSTEGR, we were able to compute eigenpairs for systems of order 16,000 in about 50 seconds. This presents more than a factor 10 speed-up relative to the original gen-
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eralized eigenvalue problem. The value should also be viewed in light of the fact that the relevant space $U_h$ has in this case about a quarter billion degrees of freedom. We remark that [28] presents a method for computing all the eigenpairs of the generalized symmetric tridiagonal eigenvalue problem with an estimated quadratic complexity.

Let us briefly mention a few alternative methods for realizing the mapping between fractional Sobolev spaces needed by the $Q$-cap preconditioner. The methods have a common feature of computing the action of operators rather than constructing the operators themselves. Taking advantage of the fact that $H(s) = MS^{-1}, S = A^{-1}M$, the action of the powers of the matrix $S$ is efficiently computable by contour integrals [25], by the symmetric Lanczos process [4, 5], or, in cases when the matrices $A, M$ are structured, by fast Fourier transform [39]. Alternatively, the mapping can be realized by the BPX preconditioner [12, 11] or integral operator based preconditioners (e.g., [43]). The above-mentioned techniques are all less than $O(n^2)$ in complexity.

In summary, for linear elements and geometrical configurations where $\Gamma$ is free of bifurcations, the eigenvalue problem required for (8) lends itself to solution methods with complexity nearing that of the multigrid construction. In such cases the $Q$-cap preconditioner (34) is feasible whenever the methods deliver acceptable performance ($n_Q \sim 10^4$). For larger spaces $Q_h$, a practical realization of the $Q$-cap preconditioner could be achieved by one of the listed alternatives.

**Table 7**

<table>
<thead>
<tr>
<th>$n_u$</th>
<th>$n_Q$</th>
<th>$Q$-cap</th>
<th>$W$-cap</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMG(s)</td>
<td>GEVP(s)</td>
<td>MinRes(s)</td>
<td>AMG(s)</td>
</tr>
<tr>
<td>66049</td>
<td>257</td>
<td>0.075(1.98)</td>
<td>0.014(1.81)</td>
</tr>
<tr>
<td>263169</td>
<td>511</td>
<td>0.290(2.01)</td>
<td>0.066(2.27)</td>
</tr>
<tr>
<td>105625</td>
<td>1025</td>
<td>1.201(2.01)</td>
<td>0.477(2.87)</td>
</tr>
<tr>
<td>419840</td>
<td>2049</td>
<td>4.983(2.05)</td>
<td>3.311(2.80)</td>
</tr>
<tr>
<td>839260</td>
<td>2897</td>
<td>9.696(1.92)</td>
<td>8.384(2.68)</td>
</tr>
<tr>
<td>1106829</td>
<td>3227</td>
<td>15.94(2.00)</td>
<td>12.25(2.74)</td>
</tr>
<tr>
<td>Fitted complexity</td>
<td>(2.02)</td>
<td>(2.70)</td>
<td>(1.92)</td>
</tr>
</tbody>
</table>
PRECONDITIONING FOR TRACE CONSTRAINED SYSTEMS

avoids the constraint of $\Gamma_h$ being aligned with facets of $\Omega_h$ is of general interest.

Appendix A. Brezzi theory.

Theorem 13 (Brezzi). The operator $A : V \times Q \to V^* \times Q^*$ in (16) is an isomorphism if the following conditions are satisfied:

(a) $A$ is bounded,

\[ (51a) \quad \sup_{u \in V} \sup_{v \in V} \frac{\langle Au, v \rangle}{\|u\|_V \|v\|_V} = c_A \equiv \|A\| < \infty; \]

(b) $A$ is invertible on $\ker B$, with

\[ (51b) \quad \inf_{u \in \ker B} \frac{\langle Au, u \rangle}{\|u\|^2_V} \geq \alpha > 0; \]

(c) $B$ is bounded,

\[ (51c) \quad \sup_{q \in Q} \sup_{v \in V} \frac{\langle Bv, q \rangle}{\|v\|_V \|q\|_Q} = c_B \equiv \|B\| < \infty; \]

(d) $B$ is surjective (this is also the inf-sup or LBB condition), with

\[ (51d) \quad \inf_{q \in Q} \sup_{v \in V} \frac{\langle Bv, q \rangle}{\|v\|_V \|q\|_Q} \geq \beta > 0. \]

The operator norms $\|A\|$ and $\|A^{-1}\|$ are bounded in terms of the constants appearing in (a)–(d).

Proof. See, for example, [14].

Appendix B. Estimated order of convergence. Refinements of a uniform discretization of geometry (a) in Figure 1 are used to establish order of convergence of numerical solutions of a manufactured problem obtained using $Q$-cap and $W$-cap preconditioners. The error of discrete solutions $u_h$ and $v_h$ is interpolated by discontinuous piecewise cubic polynomials and measured in the $H^1_0$ norm. The observed convergence rate is linear (optimal).

<table>
<thead>
<tr>
<th>Size</th>
<th>$Q$-cap $|w - u_h|_0$</th>
<th>$|w - u_h|_F$</th>
<th>$|w - v_h|_0$</th>
<th>$|w - v_h|_F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16899</td>
<td>$3.76 \times 10^{-2}(1.00)$</td>
<td>$1.32 \times 10^{-2}(1.00)$</td>
<td>$3.76 \times 10^{-2}(1.00)$</td>
<td>$1.32 \times 10^{-2}(1.00)$</td>
</tr>
<tr>
<td>66563</td>
<td>$1.88 \times 10^{-2}(1.00)$</td>
<td>$6.58 \times 10^{-3}(1.00)$</td>
<td>$1.88 \times 10^{-2}(1.00)$</td>
<td>$6.58 \times 10^{-3}(1.00)$</td>
</tr>
<tr>
<td>264195</td>
<td>$9.39 \times 10^{-3}(1.00)$</td>
<td>$3.29 \times 10^{-3}(1.00)$</td>
<td>$9.39 \times 10^{-3}(1.00)$</td>
<td>$3.29 \times 10^{-3}(1.00)$</td>
</tr>
<tr>
<td>1052675</td>
<td>$4.70 \times 10^{-3}(1.00)$</td>
<td>$1.64 \times 10^{-3}(1.00)$</td>
<td>$4.70 \times 10^{-3}(1.00)$</td>
<td>$1.64 \times 10^{-3}(1.00)$</td>
</tr>
<tr>
<td>4202499</td>
<td>$2.35 \times 10^{-3}(1.00)$</td>
<td>$8.22 \times 10^{-4}(1.00)$</td>
<td>$2.35 \times 10^{-3}(1.00)$</td>
<td>$8.22 \times 10^{-4}(1.00)$</td>
</tr>
</tbody>
</table>
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Paper I

Variational data assimilation for transient blood flow simulations
Abstract. Several cardiovascular diseases are caused from localised abnormal blood flow such as in the case of stenosis or aneurysms. Prevailing theories propose that the development is caused by abnormal wall-shear stress in focused areas. Computational fluid mechanics have arisen as a promising tool for a more precise and quantitative analysis, in particular because the anatomy is often readily available even by standard imaging techniques such as magnetic resolution and computed tomography angiography. However, computational fluid mechanics rely on accurate initial and boundary conditions which is difficult to obtain. In this paper we address the problem of recovering high resolution information from noisy, low-resolution measurements of blood flow using variational data assimilation based on a transient Navier-Stokes model. Numerical experiments are performed in both 2D and 3D and with pulsatile flow relevant for physiological flow in cerebral aneurysms. The results demonstrate that, with suitable regularisation, the model accurately reconstructs flow, even in the presence of significant noise.

Key words. blood flow, variational data assimilation, finite element method, adjoint equations, Navier-Stokes, BFGS

AMS subject classifications. 35Q92, 35Q93, 65K10, 76D55, 35Q30

1. Introduction. Detailed insight of blood flow has the potential to assist clinical decisions, for example when evaluating the risk of rupture of an aneurysm [5, 47, 43]. However, non-invasive measurement techniques, such as ultrasound or phase-contrast magnetic resonance imaging (PC-MRI), are too still coarse in space and time to unveil potentially important flow details. For example, PC-MRI provides 4D (3D space and time) images of velocity, but is subject to noise and coarse resolution. A promising remedy are computational blood flow models which yield blood flow data at high temporal and spatial resolutions. In addition, they allow for computation of non-observable variables, such as the blood pressure and wall-shear stresses, both of which are considered important factors in vascular diseases [8, 28, 40, 43]. One major challenge is that the validity and accuracy of the results depend on the underlying model assumptions, the model parameters [26, 16], the boundary conditions [33, 38], and the segmentation of the vascular geometry [4, 15, 17]. These parameters are typically partially or fully unknown and specific to each patient [38, 39]. As a result, there is often a notable discrepancy between CFD simulations and PC-MRI measurements [23, 24, 13].

The discrepancy can be reduced by assimilating the physical measurements into the blood flow model, such that the high-resolution simulation the available measurements. This idea of applying data assimilating techniques to blood flow models has received significant attention over the recent years, see [2] for an overview. In particular the variational approach, which identifies the unknown model inputs that minimise the difference between observations and model results, has been studied in the general setting for the optimal control of the Navier-Stokes equations [14, 30, 18] and in the specific case of blood-flow simulations [6, 7, 25, 44]. The mathematical theory
behind the variational approach is well developed, and in particular well-posedness of the (regularized) inverse minimization problem for both flow and fluid–structure interaction problem has been addressed in, e.g., [18, 19, 36], but the computational complexity presents a problem. Hence, numerical studies are mostly performed on simplified setups, in the sense that they assume steady-state flow and/or 2D geometries. Alternative, more advanced strategies use reduced basis methods and/or Bayesian parameter estimating, c.f. e.g., [9, 29, 32, 37]. In addition, more general strategies of setting boundary conditions have been developed in [22, 12, 46], in particular since the main problem is the determination of the flow division rather than a complete set of boundary conditions as long as flow extensions are appropriate.

In this paper, we investigate the feasibility of variational based data assimilation for a real-world hemodynamics case, in the sense that a 4D nonlinear flow model in a complex geometry is solved with coarse and noisy 4D data. We formulate the data-assimilation problem as a mathematical optimisation problem constrained by the Navier-Stokes equations (section 2). Special considerations will be put on the regularisation, and the inclusion of data that are coarse with respect to the time resolution. Latter is important because the number of samples per cardiac cycle is typically in the order 20-40 while the number of time steps in a CFD simulation typically is 100-10,000. We then formulate present numerical details based on the reduced problem (section 3). Here, the focus is on efficiency by achieving optimisation convergence which is independent of the Navier-Stokes discretisation. We apply the developed scheme to case studies in two and three dimensions (section 4). An idealistic 2D example is used to verify the data assimilation, and test its robustness against noisy data, the regularisation amplitude, the sparsity in the observations and the choice of the controlled boundaries. Finally, a 3D case is considered, based on 4D data obtained from a PC-MRI scan of an arterial bifurcation with aneurysm in a dog. This example is used to test the quality of the data assimilation by comparing the results to a “traditional” blood flow simulation, whose boundary conditions are interpolated directly from the observations.


2.1. Blood flow model. Most computational modelling in cerebral aneurysm studies assume Newtonian flow with rigid walls, which appear to be adequate [42, 10]. Therefore, we model the blood flow through a vessel with the incompressible Navier-Stokes equations

\[ u_t + (u \cdot \nabla)u - \nu \Delta u + \nabla p = f \quad \text{in } \Omega \times (0, T], \]
\[ \nabla \cdot u = 0 \quad \text{in } \Omega \times (0, T]. \]

Here, \( \Omega \times (0, T] \) is the space-time domain, \( u \) and \( p \) are the blood velocity and (scaled) pressure fields, \( \nu \) is the (kinematic) viscosity and \( f \) describes external body forces. A more complete blood flow model could incorporate non-Newtonian effects and the fluid structure interactions between the blood and the vessel wall [45]. However, for the purpose of this paper it is sufficient to consider (1) and to note that the proposed techniques also apply to more complex models.

We only model a small subset of the artery system and the boundaries of the computational domain consists of a physical boundary, the vessel walls, as well non-physical boundaries at inlets and outlets. Again for simplicity, we consider the common scenario of one inlet and two outlets as sketched in figure 1. To close the system,
Fig. 1. The model scenario considered in this paper: a small subset of the artery system with one inlet and two outlet boundaries in 2D and 3D.

Fig. 2. Variational data assimilation replicates the observation steps in a mathematical model and minimises the discrepancy between measured and modelled observations by varying the model inputs.

we specify suitable initial and boundary conditions

\begin{align}
(2a) \quad & u = u_0, \quad \text{on } \Omega \times \{t = 0\}, \\
(2b) \quad & u = g_D, \quad \text{on } \Gamma_D \times (0, T], \\
(2c) \quad & pu - \mu \partial_n u = 0, \quad \text{on } \Gamma_{\text{out}} \times (0, T], \\
(2d) \quad & u = 0, \quad \text{on } \Gamma_{\text{walls}} \times (0, T].
\end{align}

with normal vector \( n \) and a Dirichlet boundary \( \Gamma_D := \Gamma_{\text{in}} \cup \Gamma_{\text{out}} \). A traction free boundary is assumed on the outlet \( \Gamma_{\text{out}} \), which implies that the vessel is straight in the surroundings of this outlet. If this assumption is not valid, other choices for (2c) are possible, but mass conservation must be ensured, i.e. that \( \int_{\Gamma} u \cdot n \, dx = 0 \). Finally, in some cases it might be beneficial to replace the initial condition by a time-periodic condition, for example if the temporal range of the observations spans one heart cycle.

2.2. Variational data assimilation. Variational data assimilation is a technique to recover unknown data from given observation. The idea is to build a model that replicates the steps of the physical measurement acquisition, and to tweak the free model parameter so that the discrepancy between observed and modelled measurements is minimised (figure 2). Specifically for blood flow, the aim is to recover flow velocity and pressure fields from velocity observations that is has limited spatial and temporal resolution, and is noisy.

The model parameters for equations (1) are the initial condition \( u_0 \) and the Dirich-
let boundary condition $g_D$. In the data assimilation setting these inputs are unknown, and instead observational data $d$ is available. We assume that the observations consist of $N$ velocity fields, $d = (d_1, \ldots, d_N) \in L^2(\Omega_{\text{obs}})^N$, on a subdomain $\Omega_{\text{obs}} \subseteq \Omega$. For example, each observation might be an instantaneous snapshot of the blood flow velocity, or the average over a time interval. Since the observations might be available only in parts of the computational domain, we introduced the observation subdomain $\Omega_{\text{obs}} \subseteq \Omega$.

The objective is to recover the initial and boundary conditions by minimising the misfit between simulation and measurement data. Hence we define the goal quantity

$$J(u) = \|Tu - d\|^2 = \sum_{n=1}^N \int_{\Omega_{\text{obs}}} |T_n u - d_n|^2 \, dx,$$

The observation operators $T_n$ model the physical measurement procedure, that is they map the simulated velocity $u$ to a simulated measurement outcome. We consider two cases: first, the measurement device takes instantaneous measurements at $N$ time levels $t_1, \ldots, t_N$. In this case, the observation operators are pointwise evaluations in time, that is $T_n u = u(t_n)$. Second, the measurement device takes averaged measurements over a time period. In this case, the observation operators are time averaged evaluations of the velocity state, that is $T_n u = \int_{t_n-1}^{t_n} u(t) \, dt / (t_n - t_n-1)$.

The data assimilation problem can now be stated as a minimisation problem constrained by the Navier-Stokes equations:

$$\min_{(u,p) \in Y, (u_0,g_D) \in M} J(u) + \mathcal{R}(u_0,g_D) \quad \text{subject to (1)-(2)},$$

where $M$ and $Y$ are suitable function spaces, to be determined later in section 3.3 below. The regularisation term $\mathcal{R}$ is required to ensure well-posedness of the problem, and depends on the amount of observations [6]. In particular, [7] showed that a linearised variation of (2) is well-defined if sufficient observations are available. For the following numerical examples, we apply a Tikhonov regularisation:

$$\mathcal{R}(u_0,g_D) = \frac{\alpha}{2} \|g_D\|_{\Gamma_D \times (0,T)}^2 + \frac{\gamma}{2} \|u_0\|_{\Omega}^2,$$

where the coefficients $\alpha$ and $\gamma$ determine how strongly the problem is regularised in the given norms.

2.2.1. Choice of norms. The choice of norms in the regularisation term (5) specifies the expected regularity of the reconstructed blood flow. For instance, [25] has shown that an unsuitable choice can have a negative impact on the quality of on the reconstructed data.

The norm used for the initial data is

$$\|u_0\|_{\Omega} = \|u_0\|_{H^1(\Omega)} = \left( \int_{\Omega} |u_0|^2 + |\nabla u_0|^2 \, dx \right)^{\frac{1}{2}} ,$$

and for the boundary

$$\|g_D\|_{\Gamma_D \times (0,T)} = \left( \int_0^T \int_{\Omega} |g_D|^2 + |\nabla g_D|^2 + |\dot{g}_D|^2 + |\nabla \dot{g}_D|^2 \, dx \, dt \right)^{\frac{1}{2}} .$$

We remark that the norms used require more smoothness on the boundary and initial data than is usually required for the variational formulation of the Navier-Stokes equations, in particular for the time derivative $\dot{g}_D$. 
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3.1. Formulation of the reduced problem. Two common strategies exist for solving the inverse problem (4) [20, 21]. One strategy is to derive and solve the first-order optimality system. This leads to a large, non-linear system that couples all spatial and temporal degrees of freedoms of the discretised Navier-Stokes and adjoint Navier-Stokes equations. Solving this system is numerically challenging and requires the development of specialised solvers.

The second strategy, taken here, is based on the reduced optimisation problem of (4). The reduced problem is formed by considering the velocity solution as an implicit function of the initial and boundary controls by solving the Navier-Stokes equations (1) and (2). We denote this velocity operator as $u(u_0, g_D)$.

To simplify notation, let $m = (u_0, g_D) \in M$ denote the controlled variable. The functional (3) now has the reduced form

$$J(m) := J(u(m)) + R(m).$$

The reduced optimisation problem reads

$$\min_{m \in M} J(m).$$

Note that in contrast to (4), the reduced problem is an unconstrained optimisation problem and can hence be solved with established unconstrained optimisation methods. The evaluating of the reduced functional requires the solution of a Navier-Stokes system for which standard solver techniques can be directly applied.

3.2. Optimisation. The reduced minimisation problem (7) is solved with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm. In this section we present brief overview of the method and its implementation.

The minimisation problem (7) is iteratively solved by generating a sequence of points $m_0, m_1, \ldots$, approximating a miniser of $J(m)$. In each iteration, evaluations of the derivative $D^2J(m_k) \in M^*$ are used to determine a direction $d_k \in M$ in which the functional is decreasing. This general descent algorithm in Hilbert spaces is formulated in algorithm 1.

**Algorithm 1** A general descent algorithm in Hilbert spaces, applied to the reduced minimisation problem (7).

```latex
Choose an initial point $x_0$

for $x = 0, 1, \ldots$ do
  Choose a search direction $d_k = -H_k D \hat{J}(x_k)$
  Choose a step length $\alpha_k > 0$ such that $\hat{J}(x_k + \alpha_k d_k) < \hat{J}(x_k)$
  Set $x_{k+1} = x_k + \alpha_k d_k$
  if converged then
    return
  end if
end for
```

The search direction $d_k = H_k D \hat{J}(m_k)$ is a descent direction if the operator $H_k : M^* \to M$ is positive definite and self-adjoint. The choice of operators $H_k$ mapping derivatives to search directions essentially characterises the method. For example, taking $H_k = H$ as the Riesz operator for $M$ (i.e. choosing $d_k$ to be the gradient of...
\( \hat{J} \) at \( m_k \) results in a steepest algorithm. Setting \( H_k = D^2 \hat{J}(m_k)^{-1} \), assuming \( \hat{J} \) is convex, results in a Newton algorithm.

In the present paper, the algorithm used is the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm, which is a descent method of quasi-Newton type. Quasi-Newton methods have good convergence properties and do not require evaluations of the Hessian. Instead, such methods maintain an iteratively constructed approximation to the inverse of the Hessian. The update formula specific to the BFGS algorithm is

\[
H_{k+1} = \left( 1 - \frac{s_{k+1} \otimes y_{k+1}}{\rho_{k+1}} \right) H_k \left( 1 - \frac{y_{k+1} \otimes s_{k+1}}{\rho_{k+1}} \right) + \frac{s_{k+1} \otimes s_{k+1}}{\rho_{k+1}}
\]

see e.g. [35, Chapter 6]. Here, \( \otimes : X \times Y \to B(Y^*, X) \) denotes the outer product defined by \((x \otimes y)(z) = \langle x, z \rangle_{Y^*, Y}\), for \( x \in X \) and \( y \in Y \), where \( \langle \cdot, \cdot \rangle_{Y^*, Y} \) denotes duality coupling, and

\[
s_{k+1} = m_{k+1} - m_k,
\]
\[
y_{k+1} = D \hat{J}(m_{k+1}) - D \hat{J}(m_k),
\]
\[
\rho_{k+1} = \langle y_{k+1}, s_k \rangle_{M^*, M}.
\]

Note that the initial \( H_0 : M^* \to M \) has to prescribed. A natural choice is to take \( H_0 \) to be Riesz operator for the space \( M \). That is, \( H_0 \) is the unique operators such that

\[
(m_0, m_1)_M = \langle H_0^{-1}m_0, m_1 \rangle_{M^*, M}
\]

for all \( m_0, m_1 \in M \). This definition of \( H_0 \) allows for mesh-independent convergence [41], and is readily seen to coincide with the second order partial derivative of \( \hat{J} \) with respect to \( M \). If \( D^2 \hat{J}(m) = H_0^{-1} \) is compact, the method converges superlinearly, see e.g. [27].

For practical implementations, it is common to truncate the update formula (8) and store only the last \( 3 - 10 \) pairs of vectors \( y_k \) and \( s_k \). The step lengths \( \alpha_k \) in algorithm 1 should chosen to satisfy the Wolfe conditions, which ensures the convergence of the method [35, chapter 6].

### 3.3. Discretisation.

The optimisation method in section 3.2 requires evaluations of the reduced functional \( \hat{J}(m) \) and its derivative \( D\hat{J}(m) \). Evaluating the reduced functional requires the numerical solution of the Navier-Stokes equations. This is described in section 3.3.1. The derivatives are computed by solving the adjoint equations, described in section 3.3.2.

#### 3.3.1. Discretisation of the Navier-Stokes equations.

The Navier-Stokes equations are discretised with a \( \theta \) time-stepping scheme and the finite element method. The controlled Dirichlet boundary conditions are weakly enforced with the Nitsche method [34]. An advantage of the Nitsche approach is that the boundary values are explicitly included in the variational formulation, which simplifies the (automated) derivation of the adjoint equations. This is exploited in the implementation.

For the spatial discretisation, we consider conforming finite element spaces

\[
\begin{align*}
V_h & \subset H^1_{0, \Gamma_{\text{wall}}}(\Omega) = \{ u \in H^1(\Omega) : u|_{\Gamma_{\text{wall}}} = 0 \} \\
Q_h & \subset L^2(\Omega).
\end{align*}
\]
For the time discretisation we assume a partition of the interval $[0, T]$ with a constant timestep $\delta t$. Applying a standard $\theta$ time-stepping scheme to the Navier-Stokes equations (1), we obtain a sequence of nonlinear problems: For $k = 0, \ldots, N - 1$, let $u^{k+\theta} = \theta u^{k+1} + (1 - \theta) u^k$ and find $(u^{k+1}, p^{k+1}) \in V_h \times Q_h$ such that

$$\frac{u^{k+1} - u^k}{\delta t} - \nu \Delta u^{k+\theta} + (u^{k+\theta} \cdot \nabla) u^{k+\theta} - \nabla p^{k+1} = 0,$$

$$\nabla \cdot u^{k+1} = 0,$$

subject to the boundary conditions (2). The equations (11) are integrated against test functions $v \in V_h$ and $q \in Q_h$ in order to obtain a nonlinear variational problem at each time $t_k$,

$$0 = \int_{\Omega} \left( \frac{u^{k+1} - u^k}{\delta t} \right) \cdot v + \nu \nabla u^{k+\theta} : \nabla v \, dx$$

$$+ \int_{\Omega} (u^{k+\theta} \cdot \nabla) u^{k+\theta} \cdot v \, dx$$

$$+ \int_{\Omega} q \nabla \cdot u^{k+1} + p^{k+1} \nabla \cdot v \, dx$$

$$- \int_{\Gamma_D} \left( \nu \frac{\partial u^{k+\theta}}{\partial n} - p^{k+1} n \right) \cdot v \, ds$$

$$- \int_{\Gamma_D} \left( \nu \frac{\partial v}{\partial n} - q n \right) \cdot (u^{k+1} - g^{k+1}) \, ds$$

$$+ \int_{\Gamma_D} \frac{\nu v}{h} \left( u^{k+1} - g^{k+1}_D \right) \cdot v \, ds.$$

The nonlinear variational problem (12) consists of a volume integral and a boundary integral over $\Gamma_D$. The volume integral coincides with the “standard” variational form of (11) obtained when the boundary condition (2b) is strongly imposed. The second, boundary integral part of the variational problem arises from the weakly imposing the Dirichlet boundary condition (15) with Nitsche’s method, and is discussed in detail below.

The discrete spaces for the state and control variables are

$$Y = V^N_h \times Q^N_h$$

$$M = V^N_h \times (T^N \Gamma_V)^N,$$

and we introduce the notation

$$y = (u, p) \in Y,$$

$$u = (u_1, \ldots, u_N) \in V^N_h$$

$$p = (p_1, \ldots, p_N) \in Q^N_h$$

$$m = (u_0, g_1, \ldots, g_N) \in M$$

The sequence of variational problems (12) is reformulated as an operator equation combining all the time steps,

$$F(m, y) = \sum_{k=0}^{N-1} \{ F_{k, \Omega}(m, y) + F_{k, \Gamma_D}(m, y) \} = 0,$$
where $F_{k,\Omega} : Y \to Y^*$ is the operator combining all the volume integrals in (12), i.e.

\[
F_{k,\Omega}(m, y; v, q) = \int_{\Omega} \left( \frac{u^{k+1} - u^k}{\delta t} \right) \cdot v^{k+1} + \nu \nabla u^{k+\theta} : \nabla v^{k+1} \, dx + \int_{\Omega} (u^{k+\theta} \cdot \nabla) u^{k+\theta} \cdot v^{k+1} \, dx + \int_{\Omega} q^{k+1} \nabla \cdot u^{k+1} + p^{k+1} \nabla \cdot v^{k+1} \, dx,
\]

for all $(v, q) = \{(v_k, q_k)\}_{k=1}^N \in Y^*$, for $k = 0, \ldots, N - 1$. Note that that this part only involves the initial data $u_0$ from $m$. The operator $F_{k,\Gamma_D} : Y \times M \to Y^*$ combines all the boundary integrals in (12) and reads

\[
F_{k,\Gamma_D}(m, y; v, q) = -\int_{\Gamma_D} \left( \frac{\partial u^{k+\theta}}{\partial n} - p^{k+1} n \right) \cdot v^{k+1} \, ds - \int_{\Gamma_D} \left( \theta^k \frac{\partial v^{k+1}}{\partial n} - q^{k+1} n \right) \cdot (u^{k+1} - g^{k+1}) \, ds + \int_{\Gamma_D} \frac{\nu \sigma}{h} (u^{k+1} - g^{k+1}) \cdot v^{k+1} \, ds.
\]

The first integral in (15) arises when the integration by parts formula is applied to (11), and the integral would vanish if the Dirichlet boundary condition (2b) were strongly imposed on the space $V_h$. The remaining terms are added to obtain a variational problem that is consistent and stable, see e.g. [1, 3]. The form (15) is linear and symmetric, and positive definite provided that the parameter $\sigma$ is sufficiently large. We must also require $\theta > 0$ to apply the Nitsche method.

The numerical examples in section 4 use two common finite element pairs: P2-P1 (Taylor-Hood) and P1-P1. The lowest order discretisation does not satisfy the LBB conditions, and hence requires stabilisation. We used the stabilisation $-\beta h^2 (\nabla p, \nabla q)_{\Omega}$ where $h$ is the local mesh element size and $\beta = 10^{-3}$ is the stabilisation coefficient.

### 3.3.2. Adjoint equations.

The adjoint equations are used to efficiently compute the functional derivative $dJ/dm : Y \times M \to M^*$, at a cost of roughly one linearised Navier-Stokes solve.

To derive the adjoint equations consider the Navier-Stokes equations in the operator form $F(m; y) = 0 \in Y^*$ and a functional $J(y, m) \in \mathbb{R}$. The total derivative of the functional in direction $\tilde{m}$ is

\[
\left\langle \frac{dJ}{dm}, \tilde{m} \right\rangle_{M^*,M} = \left\langle \frac{\partial J}{\partial y}, \frac{dy}{dm} \right\rangle_{Y^*,Y} + \left\langle \frac{\partial J}{\partial m}, \tilde{m} \right\rangle_{M^*,M}.
\]

Evaluating (16) directly is challenging because computing $dy/dm(m) \in \mathcal{L}(M,Y)$ is computationally expensive. The adjoint approach eliminates this term by taking the derivative of the PDE equation

\[
\frac{\partial F}{\partial y} \frac{dy}{dm} + \frac{\partial F}{\partial m} = 0.
\]

and substituting it into (16):

\[
\left\langle \frac{dJ}{dm}, \tilde{m} \right\rangle_{M^*,M} = -\left\langle \frac{\partial F}{\partial m}, \left( \frac{\partial F}{\partial y} \right)^{-*} \frac{\partial J}{\partial y} \right\rangle_{Y^*,Y} + \left\langle \frac{\partial J}{\partial m}, \tilde{m} \right\rangle_{M^*,M}.
\]
The functional derivative is then computed in two steps:

1. Compute the adjoint solution \( \lambda \in Y \) by solving the adjoint PDE

\[
(19) \quad \left( \frac{\partial F}{\partial y} \right)^* \lambda = - \frac{\partial J}{\partial y}
\]

2. Evaluate the derivative with

\[
(20) \quad \frac{dJ}{dm} = \left( \frac{\partial F}{\partial m} \right)^* \lambda + \frac{\partial J}{\partial m}
\]

The computational expensive part is the solution of \((19)\), which involves the solution of a linear PDE.

The adjoint equations \((19)\) can be derived before or after the discretisation of the Navier-Stokes equations \([20]\). Here, the discretise-then-optimise approach is chosen, which has the advantage that the discretised derivative is the exact derivative of the discretised system. The alternative approach does not guarantee this, and simple descent methods like algorithm 1 may fail and a more robust optimisation algorithm would need to be used.

The adjoint system \((19)\) for the discretised Navier-Stokes operator \((13)\) is

\[
(21) \quad \langle \left( \frac{\partial F}{\partial y} \right)^* \lambda, w \rangle = \langle \left( \frac{\partial F}{\partial y} \right) w, \lambda \rangle = - \langle \frac{\partial J}{\partial u}, v \rangle,
\]

for all \( w = (v, q) \in Y \). Note that the derivative of the regularisation term in the functional vanishes because it does not depend on the state. Since the adjoint operator is linear, it can be written in matrix form:

\[
(22) \quad \left( \frac{\partial F}{\partial y} \right)^* = \begin{pmatrix}
\frac{\partial F_0}{\partial y} & 0 & 0 & \cdots \\
0 & \frac{\partial F_1}{\partial y} & 0 & \cdots \\
0 & \frac{\partial F_2}{\partial y} & \ddots & \ddots \\
0 & \cdots & \cdots & \cdots
\end{pmatrix} = \begin{pmatrix}
\frac{\partial F_0}{\partial y^0} & \frac{\partial F_1}{\partial y^1} & 0 & \cdots \\
0 & \frac{\partial F_1}{\partial y^1} & \ddots & \ddots \\
0 & \cdots & \ddots & \ddots
\end{pmatrix}
\]

or more compactly,

\[
\left( \frac{\partial F}{\partial y^k} \right)^* \lambda = \begin{cases}
\left( \frac{\partial F_{k-1}}{\partial y^k} \right)^* \lambda_k + \left( \frac{\partial F_k}{\partial y^k} \right)^* \lambda_{k+1} & \text{if } k < N \\
\left( \frac{\partial F_{N-1}}{\partial y^N} \right)^* \lambda_N & \text{if } k = N.
\end{cases}
\]

The system \((22)\) is upper-triangular, hence the adjoint \((21)\) is solved by backwards substitution. Written explicitly, the volume integrals in the equation for \( \lambda_k, k = 0, \ldots, N, \) are

\[
(23) \quad \int_\Omega \left( \frac{\lambda_k - \lambda_{k+1}}{\delta t} \right) \cdot v^k \, dx + \int_\Omega \nu \nabla \lambda^{k+\theta} \cdot \nabla v^k \, dx
+ \theta \int_\Omega (u^{k-1+\theta} \cdot \nabla) v^k \cdot \lambda_u^k \, dx + \theta \int_\Omega (v^k \cdot \nabla) u^{k-1+\theta} \cdot \lambda_u^k \, dx
+ \tilde{\theta} \int_\Omega (u^{k+\theta} \cdot \nabla) v^k \cdot \lambda_u^{k+1} \, dx + \tilde{\theta} \int_\Omega (v^k \cdot \nabla) u^{k+\theta} \cdot \lambda_u^{k+1} \, dx
+ \int_\Omega \lambda_u^k \nabla \cdot v^k + q^k \nabla \cdot \lambda_k^u \, dx,
\]
with \((\lambda^k_u, \lambda^k_p) = \lambda^k, \tilde{\theta} = 1 - \theta\) and setting \(\lambda^{N+1}_u = 0\). Similarly, the boundary integrals are

\[
- \int_{\Gamma_D} (\nu \frac{\partial v^k}{\partial n}) \cdot \lambda^{k+\tilde{\theta}} u \, ds + \int_{\Gamma_D} (q^k n) \cdot \lambda^k u \, ds
- \int_{\Gamma_D} (\theta \nu \frac{\partial \lambda^k}{\partial n} - \lambda^k p n) \cdot v^k \, ds + \int_{\Gamma_D} \frac{\nu \sigma}{h} v^k \cdot \lambda^k u \, ds.
\]

The adjoint equations are solved backwards in time, starting from a zero final condition. The timestepping scheme is the same \(\theta\)-scheme as for the forward discretisation, but with a modified advective velocity. The homogeneous Dirichlet boundary conditions on the controlled surfaces are enforced with a Nitsche like approach.

### 3.4. Implementation and verification.

The Navier-Stokes solver was implemented in the FEniCS finite element framework [31]. The adjoint solver was automatically derived via the algorithmic differentiation tool dolfin-adjoint [11]. The correctness of the adjoint equations, and the resulting derivatives of the goal functional, were verified using the Taylor remainder convergence test. This test checks that for a sufficiently smooth functional \(\hat{J}\), a correct implementation should satisfy

\[
\left| \hat{J}(m + h\delta m) - \hat{J}(m) - h \left\langle \frac{d\hat{J}(m)}{dm}, \delta m \right\rangle \right| = O(h^2),
\]

where \(\delta m = (\delta u_0, \delta g_d)\) is the perturbation direction and \(h > 0\) the perturbation size. The Taylor remainder convergence test was applied to the 2D aneurysm example in section 4.1, for which second order convergence was consistently observed. This gives confidence that the adjoint solver is correctly implemented.

### 4. Experiments.

The data assimilation is applied to two experiments. The first experiment uses an aneurysm-like domain in 2D with known exact solution (section 4.1). The second experiment aims to reconstruct the flow conditions in a real geometry in 3D with observations from an 4D MRI scan (section 4.2).

The implementation and data to reproduce the 2D results are available on https://bitbucket.org/biocomp/navier_stokes_data_assimilation. This website contains a Readme file with instructions for the installation and how to reproduce the paper results.

#### 4.1. 2D Aneurysm.

The first experiment tests the variational data assimilation under idealised conditions where the blood flow to be reconstructed is known. This is used to study the robustness of the reconstruction against incomplete data (both in space and time), noisy observations, the amount of regularisation. We also test two different types of observation operators.

The computational domain, shown in figure 3, resembles a blood vessel bifurcation with an aneurysm in 2D. The observations were generated with the same numerical model that was used in the data assimilation procedure. That is, the Navier-Stokes equations was first solved on an extended domain (including the gray area in figure 3) and the velocity solution used to generate the observations. For this setup, the initial velocity was set to zero. On the inlet and right outlet boundaries a parabolic velocity profiles was enforced with peak values of 1000 mm/s (inlet) and 870 mm/s (right outlet), multiplied by \(\sin(\pi(1-t)^3)\) to obtain a pulse like flow pattern\(^1\). The simulation

\(^1\)Note that real flow in cerebral arteries will never go to zero, but rather pulsate between around 0.5 m/s and one third of 0.5 m/s.
started from a zero velocity at $t = 0$ and was terminated after the peak velocity at $t = 0.629$. The remaining model settings are listed in table 1.

The observation operator $T$ was applied to the resulting velocity to obtain $N = 16$ observations. We compared two observation operators: the instantaneous observation operator, which takes instantaneous measurements at evenly distributed times $t_n$:

$$T^{\text{inst}}_n := R_{\Omega_{\text{obs}}} u(t_n),$$

where $R_{\Omega_{\text{obs}}}$ restricts the velocity to the observation domain (the white area in figure 3). The restriction avoids the “inverse crime” and simulates the incompleteness of real measurement data. The time-averaging observation operator takes pointwise time-averaged observations over each observation time interval:

$$T^{\text{avg}}_n := \frac{1}{t_n - t_{n-1}} \int_{t_{n-1}}^{t_n} R_{\Omega_{\text{obs}}} u(t)dt.$$  

The data assimilation was then applied to recover the original flow from the observations. The reconstructions were performed on the restricted domain $\Omega_{\text{obs}}$, that is without any knowledge about the geometry of the extended domain. Furthermore, the outflow Dirichlet boundaries were swapped between the data generation
and reconstruction to further avoid the “inverse crime”. The optimisation was terminated when the relative change of the functional in one iteration dropped below \( |J(x_k) - J(x_{k-1})|/|J(x_0)| \leq 10^{-4} \) or if the number of iteration exceeded 100.

The results of the data assimilation with \( T^{\text{inst}} \) and \( T^{\text{avg}} \) are shown in figures 4 and 5 (left column), respectively. The first three plots show the observed and reconstructed velocities at \( t = 0.296 \) s. Visually, the observed and assimilated velocities agree well.

Since the true velocity is known from the initial simulation, the reconstruction error can also be quantified more rigorously. We define following two error measures: the first measures the relative error of the reconstructed velocity in the aneurysm

\[
\mathcal{E}_{\Omega_{\text{ane}}} = \frac{\|u_{\text{true}} - u\|_{\Omega_{\text{ane}} \times [0,T]}}{\|u_{\text{true}}\|_{\Omega_{\text{ane}} \times [0,T]}},
\]

where \( u_{\text{true}} \) is the true velocity. The second measures the relative error of the reconstructed wall shear stress on the aneurysm wall, motivated by the fact that this an important diagnostic value in blood flow simulations:

\[
\mathcal{E}_{\text{WSS}} = \frac{\|\text{WSS}(u_{\text{true}}) - \text{WSS}(u)\|_{\Gamma_{\text{ane}} \times [0,T]}}{\|\text{WSS}(u_{\text{true}})\|_{\Gamma_{\text{ane}} \times [0,T]}},
\]

with \( \text{WSS}(u) = |\sigma n - (\sigma u \cdot n)n| \) and \( \sigma = \rho (-pI + \nu(\nabla u + (\nabla u)^T)) \) with \( \rho = 1060 \) kg/m\(^3\). The timeplots in figures 4 and 5 (left column) visualise these error measures over the simulation period. The results show a good agreement throughout the simulation period.

4.1.1. Sensitivity of reconstruction with respect to parameter changes. In this section, we investigate how the quality of the reconstruction depends on noise in the observations and the choice of the reconstruction parameters, such as the amount of regularisation. Since the exact solution is known for this example, we can visualise the reconstructed and the “true” velocities and compute the error measures (28) and (29). The following tests are based on the configuration listed in table 1, and in each test one parameter is varied and the quality of the reconstruction investigated.

Noisy observations (figures 4 and 5). Pointwise Gaussian white noise was added to the observations with zero mean and varying magnitude. This type of noise is not expected in real observations, in particular because it depends on the numerical mesh. Nevertheless, we consider it as a suitable benchmark setup. The results of the reconstruction for different signal to noise ratios are shown in figure 4, and for the instantaneous observation operator \( T^{\text{inst}} \) and figure 5 for the time-averaging observation operator \( T^{\text{avg}} \). With increasing level of noise, the optimised functional value \( J + R \) increases, because of the increased the difference between reconstructed and observed velocity. Nevertheless, the error measures remain small, showing that the reconstruction works reliable even for high noise to signal ratios.

Overall, the assimilated flows and metrics agree well for all noise levels, and one can conclude that the reconstruction is little affected by this type of noise. The data assimilation acts like a denoising procedure thanks to the mathematical model. This is consistent with the observations in [6].

Regularisation (figures 6 and 7). The regularisation terms (5) are enforcing smoothness on the control functions. Hence the choice of the regularisation coefficients \( \alpha \) and \( \gamma \) could have a strong influence on the assimilation results. For the experiments, we varied \( \alpha \) and \( \gamma \) coefficients simultaneously to retain the balance between the two regularisation terms. The results for different regularisation values are
shown in figures 6 and 7 for $T^{\text{inst}}$ and $T^{\text{avg}}$, respectively. The reconstruction works well for values between $10^{-3}$ and $10^{-5}$, but the quality starts to reduce visibly when $\alpha = \gamma > 10^{-2}$. For the case $\alpha = \gamma = 1$, the assimilated velocity is significantly lower than the true velocity, because the strong regularisation enforces spatially and temporally nearly constant controls. A possible approach is to use the discrepancy principle, that is to select the regularisation parameter such that the perturbation of the regularisation term affects the solution with the same order of the discrepancy induced by the noise. However, this approach is computationally demanding. An alternative, computationally cheaper approach has been proposed by [6].

Data sparsity (figures 8 and 9). Another important question is how many observations ($N$ in (3)) are required to accurately reconstruct the blood flow. To address this question, the data assimilation was repeated with varying number of observations $N$. The base setup (left column in figures 4 and 5) used $N = 16$ and the results for $N = 4, 8$ and $32$ are shown in figures 8 and 9 for $T^{\text{inst}}$ and $T^{\text{avg}}$, respectively.

With 4 observations the quality of the reconstruction suffers visibly, mostly at the beginning and the end of the simulation times. The time-averaging observation operator yields good results already with 8 observations, while the instantaneous observation operator requires 16 observations to yield an accurate reconstruction. The differences between 16 to 32 observations are minimal for both observation operators.

Choice of controlled outflow boundary (figure 10). In the problem definition (2b), we made a choice to control the outflow on $\Gamma_{\text{out}1}$, and to enforce a no-stress condition on $\Gamma_{\text{out}2}$. It is therefore natural to check if the reconstruction works well also if $\Gamma_{\text{out}2}$ is controlled and a no-stress condition is applied on $\Gamma_{\text{out}1}$. The results for this setup are shown in figure 10. The reconstruction is similarly good as in the base setup, indicating that the assimilation is not impacted significantly by the choice of the controlled boundaries. Nevertheless, this choice might be more significant for other setups, in particular if one of the outflows is in close proximity to the aneurysm.

4.2. Flow reconstruction in an aneurysm from 4D MRA measurements.

In this experiment, the variational data assimilation was applied to reconstruct the blood flow conditions in an artificially introduced aneurysm. The measurements were done using 4D PC-MRI, and are described in detail in [24]. The geometry was reconstructed from an image obtained by time-averaging the observations, using VMTK (www.vmtk.org). The observations were then linearly interpolated onto the resulting mesh nodes.

The numerical settings are listed in table 2. The assimilation terminated after 30 optimisation iterations, when the relative change in one optimisation iteration dropped below 0.09%.

For comparison, we additionally performed a high-resolution, low-viscosity flow simulation with commonly used strategies for the initial and boundary conditions, but without the data assimilation procedure described in this paper. To avoid spurious effects near the boundary for this simulation, the segmented geometry needed to be extended by artificial straight arteries on the in- and outlets. The high-resolution setup had 20 million DOFs with a Taylor-Hood pressure-corrector scheme and a timestep of $5.9 \cdot 10^{-4}$ s. Womersley boundary conditions were used on the inflow and outflows. The inflow flux $Q_{\Gamma_{\text{in}}}$ was interpolated from averaged observations as $(Q_{\Gamma_{\text{in}}} - Q_{\Gamma_{\text{out}1}} - Q_{\Gamma_{\text{out}2}})/3$, the outflow flux on $\Gamma_{\text{out}1}$ was averaged as $Q_{\Gamma_{\text{out}1}}/(Q_{\Gamma_{\text{out}1}} + Q_{\Gamma_{\text{out}2}})$, and a traction free condition was applied on $\Gamma_{\text{out}2}$.

The results for the data assimilation approach and the high-resolution solver are
shown in figure 11. The figure shows the data assimilation with the instantaneous observation operator - the results for the averaged observation operator look similar. The high-resolution solution has transient to turbulent behaviour in the aneurysm, while the assimilated solution is laminar. Visually, the assimilated solution fits better to the observed velocity, both in the vessel and the aneurysm areas.

5. Conclusion and future work. This paper presented the application of variational data assimilation to reconstruct transient blood flow from observations such as MRI images. This technique is well known in other scientific fields such as ocean science and meteorology, but has thus far not been applied to 3D transient blood flow reconstruction. Mathematically, the data assimilation problem is an optimisation problem constrained by the Navier-Stokes equations. We derived the reduced formulation and described the numerical solution with a focus on retaining the function spaces in the optimisation to obtain mesh-independent iteration numbers in the optimisation step.

The data assimilation was applied to two examples: first, the reconstruction of blood flow in an idealised blood vessel with known solution. This example was used to demonstrate that the proposed method is robust against user parameters and noisy observations. The second example was based on real 4D MRI measurements in a three-dimensional domain, and the result compared to a high-resolution blood flow simulation.

Even though the considered blood flow model and observation operators are simplified, the presented framework extends naturally to more complex setups. Possible extension is to take into account the movement of the vessel wall, non-Newtonian effects or a more realistic observation operator that reimplements an existing measurement device. Furthermore, the reconstruction controls could be extended, for example to also reconstruct the vessel geometry along with the initial and boundary conditions.

Future improvements of the model should include periodic boundary conditions and remove assumptions of traction free boundary on \( \Gamma_{\text{out}} \).

The data assimilation procedure introduces an additional computational burden on the flow reconstruction process - for the discussed examples the data assimilation is typically around 50 times more computationally expensive than a single flow simulation. To keep the computational time feasible, the mesh and time resolutions had to be reduced compared to a single flow simulation study. A simple solution would be to
first perform a data assimilation on a coarse setup, and then apply the reconstructed initial and boundary conditions on a high-resolution simulation.
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Fig. 4. Results using the instantaneous observation operator with pointwise additive Gaussian white noise. The signal-to-noise-ratio was computed as $\|T_{\text{true}}\|_2^2/\|T_{\text{true}} - d\|_2^2$, where $d$ is the noisy data. The snapshots on the top three rows are taken at $t = 0.296s$. 

**Base setup with no noise**
- Opt.-iters.: 46
- $J + R = 7 \times 10^5$
- $\mathcal{E}_{\text{true}} = 10\%$
- $\mathcal{E}_{\text{WSS}} = 7\%$

**Base setup with signal-to-noise ratio of 2**
- Opt.-iters.: 50
- $J + R = 445 \times 10^5$
- $\mathcal{E}_{\text{true}} = 8\%$
- $\mathcal{E}_{\text{WSS}} = 5\%$

**Base setup with signal-to-noise ratio of 1**
- Opt.-iters.: 27
- $J + R = 887 \times 10^5$
- $\mathcal{E}_{\text{true}} = 13\%$
- $\mathcal{E}_{\text{WSS}} = 11\%$
**Base setup with no noise**  
Opt.-iters.: 35  
$J + R = 12 \times 10^5$  
$\mathcal{E}_{\text{base}} = 10\%$  
$\mathcal{E}_{\text{WSS}} = 9\%$

**Base setup with signal-to-noise ratio of 2**  
Opt.-iters.: 35  
$J + R = 451 \times 10^5$  
$\mathcal{E}_{\text{base}} = 21\%$  
$\mathcal{E}_{\text{WSS}} = 17\%$

**Base setup with signal-to-noise ratio of 1**  
Opt.-iters.: 23  
$J + R = 894 \times 10^5$  
$\mathcal{E}_{\text{base}} = 12\%$  
$\mathcal{E}_{\text{WSS}} = 10\%$

---

**Fig. 5.** Results using the time-averaging observation operator with pointwise additive Gaussian white noise. The signal-to-noise ratio was computed as $\frac{\|T_{\text{avg}} u_{\text{true}}\|^2}{\|T_{\text{avg}} u_{\text{true}} - d\|^2}$, where $d$ is the noisy data. The snapshots on the top three rows are taken at $t = 0.296$ s.
Fig. 6. Results using the instantaneous observation operator with varying α and γ regularisation coefficients. The base setup (figure 4, left column) uses $\alpha = \gamma = 10^{-5}$. The snapshots on the top two rows are taken at $t = 0.296\text{s}$. 

- **Base setup with** $\alpha = \gamma = 10^{-4}$
  - Opt.-iters.: 36
  - $J + R = 10 \times 10^5$
  - $\mathcal{E}_{\text{base}} = 8\%$
  - $\mathcal{E}_{\text{WSS}} = 5\%$

- **Base setup with** $\alpha = \gamma = 10^{-2}$
  - Opt.-iters.: 41
  - $J + R = 15 \times 10^5$
  - $\mathcal{E}_{\text{base}} = 16\%$
  - $\mathcal{E}_{\text{WSS}} = 12\%$

- **Base setup with** $\alpha = \gamma = 10^{-1}$
  - Opt.-iters.: 100
  - $J + R = 225 \times 10^5$
  - $\mathcal{E}_{\text{base}} = 33\%$
  - $\mathcal{E}_{\text{WSS}} = 31\%$
Fig. 7: Results using the time-averaging observation operator with varying α regularization parameters. The base setup (figure 5, left column) uses $\alpha = \gamma = 10^{-5}$. The snapshots on the top two rows are taken at $t = 0.296s$. 

Base setup with $\alpha = \gamma = 10^{-4}$
Opt.-iters.: 44
$J + R = 9 \times 10^5$
$\mathcal{E}_{\Omega_{\text{ane}}} = 14\%$
$\mathcal{E}_{\text{WSS}} = 10\%$

Base setup with $\alpha = \gamma = 10^{-5}$
Opt.-iters.: 32
$J + R = 19 \times 10^5$
$\mathcal{E}_{\Omega_{\text{ane}}} = 22\%$
$\mathcal{E}_{\text{WSS}} = 20\%$

Base setup with $\alpha = \gamma = 10^{-2}$
Opt.-iters.: 99
$J + R = 224 \times 10^5$
$\mathcal{E}_{\Omega_{\text{ane}}} = 32\%$
$\mathcal{E}_{\text{WSS}} = 30\%$
Observation

Assimilation

**Base setup with**

\( N = 32 \)

Opt.-iters.: 40

\( J + R = 20 \times 10^5 \)

\( \varepsilon_{\text{base}} = 9\% \)

\( \varepsilon_{\text{WSS}} = 6\% \)

**Base setup with**

\( N = 8 \)

Opt.-iters.: 25

\( J + R = 5 \times 10^5 \)

\( \varepsilon_{\text{base}} = 25\% \)

\( \varepsilon_{\text{WSS}} = 23\% \)

**Base setup with**

\( N = 4 \)

Opt.-iters.: 31

\( J + R = 2 \times 10^5 \)

\( \varepsilon_{\text{base}} = 26\% \)

\( \varepsilon_{\text{WSS}} = 22\% \)

**Fig. 8.** Results using the **instantaneous observation operator** with varying number of observations. The base setup (figure 4, left column) uses \( N = 16 \) observations. The snapshots on the top two rows are taken at \( t = 0.296 \) s.
Fig. 9. Results using the time-averaging observation operator with varying number of observations. The base setup (figure 5, left column) uses $N = 16$ observations. The snapshots on the top two rows are taken at $t = 0.296 \text{s}$.
Fig. 10. Assimilation results where the controlled outlets are swapped from the base cases (figures 4 and 5, left columns). The snapshots on the top two rows are taken at \( t = 0.296 \) s.
Fig. 11. Flow speed visualised through a slice of the 3D dog vessel. The snapshots are taken at time $t = 0.296\text{s}$.