The Crystal Structure and Surface Energy of NaAlH₄: A Comparison of DFT Methodologies

Terry J. Frankcombe*
Leiden Institute of Chemistry, Gorlaeus Laboratories, Leiden University, P.O. Box 9502, 2300 RA Leiden, The Netherlands

Ole Martin Løvvik
Center for Materials Science and Nanotechnology, University of Oslo, P.O. Box 1126 Blindern, N-0318 Oslo, Norway

Received: August 19, 2005; In Final Form: November 7, 2005

This paper presents a comparison of the bulk structure, cleavage energies, and local densities of states of solid NaAlH₄ calculated using several different density functional theory methodologies. Good agreement is obtained for the bulk crystal structure. Larger differences become apparent for the calculated surface energies and local densities of states. The (001) NaAlH₄ surface is clearly identified as the most stable surface, followed by the (112) and (101) surfaces, with the (100) surface being the least stable. We present an analysis of the local density of states of atoms in the exposed NaAlH₄ surface.

1. Introduction

Complex metal hydrides are leading candidates for lightweight and compact hydrogen storage materials, particularly for mobile applications.¹ Since the work of Bogdanovic and Schwickardi demonstrating cyclable hydrogen storage in the presence of titanium-based additives,² much attention has been focused on the NaAlH₄ system and doping strategies. However, alternative light hydride phases with beneficial hydrogen storage properties are actively being sought.

Much of the exploration of potential hydrogen storage materials is being performed using computational investigations of known and hypothetical structures.³–¹⁹ Typically, in these studies some flavor of density functional theory (DFT)²⁰–²² is used to calculate properties of the bulk solid or of the surface of the solid material. A wide range of DFT methodologies and implementations are currently in regular use for these predictive studies, with little attention being paid to any strengths or weaknesses of particular methods.

While in principle all accurate DFT calculations should give the same answer to the same question, all DFT implementations necessarily involve some level of approximation, such as the treatment of core regions, the representation of the electron density in a finitely storable manner, and the selection and implementation of the exchange-correlation functional. Of these three classes of approximation, the latter is the most easily controlled by the use of well-known, specified functionals. The representation of the electron density is also reasonably easily controlled and reproducible through the widespread use of plane wave basis sets. With plane wave basis sets, for any given unit-cell geometry, the basis set in which the electron density is expanded is exactly specified by a single energy cutoff. However, other forms of electron density representation, such as values on a regular grid or atom-centered basis functions, are regularly used in DFT implementations.

The first approximation mentioned above, that of the treatment of the core region of atoms, is possibly the most variable among different DFT implementations. Full-potential all-electron, frozen-core, and local or nonlocal pseudopotential calculations can be performed. Pseudopotentials or pseudo-potential-like approaches can be implemented directly or embedded in the basis set in an augmented plane wave-like approach, of which there are several. Pseudopotentials are many and varied, and new ones can be readily generated by tweaking any one of a large number of parameters in the well-known families of pseudopotentials or by inventing a completely new pseudopotential function. All of this adds up to the treatment of core regions of atoms within the solid being modeled being difficult to specify precisely and, hence, being difficult to report in a manner that allows the results to be reproduced and thus trusted.

The difficulty of reporting reproducible calculations (even for “standard” methodologies such as “plane wave pseudopotential calculations using a GGA exchange-correlation functional”) is not important if the results of relevant calculations are reasonably insensitive to implementation and methodology details. However, there have been few comparisons between different DFT methodologies published in the literature to test for sensitivity and to guide method selection. In this paper, we aim to perform direct comparisons between several different methodologies applied to the highly relevant NaAlH₄ structure in order to clarify how differences in methodology affect calculations on complex metal hydrides. We use available published data, as well as new results, as the basis for this comparison.

The first result to be presented is the calculated crystal structure of bulk NaAlH₄. This has been calculated by a number of studies already,³–⁸ and our results in this part of the paper are compared to the available literature. The next part presents the calculated surface energy of selected low-index surfaces, followed by the projected densities of states on these surfaces. Despite the likely importance of the surface in the hydrogenation kinetics of NaAlH₄, very few studies have so far investigated...
surface properties of the material, and this part of the paper is entirely dedicated to novel results.

2. DFT Methodologies

Three different implementations of DFT were used in this work, each differing in the methodology used. The main difference between the methods is the treatment of non-valence electrons.

**ADF**—**BAND**\(^{23,24}\) is a periodic DFT program using atom-centered Slater-type and numerical atomic orbital basis functions. While all-electron calculations can be performed (representing, at the basis set limit, no approximate treatment of non-valence electrons), it is usual to apply the frozen-core approximation to non-valence atomic orbitals. With the frozen-core approximation, the electronic density calculated remains the all-electron density, but the Kohn—Sham orbitals are not optimized with respect to the basis functions contributing to the core orbitals. The atomic basis used in this work employs combined numerical and Slater-type atomic orbitals. The basis sets of Na and Al have 2s and 2p orbitals frozen, while two orbitals are added as polarization functions. The valence orbitals are described by the interpolation of two orbitals each.

**DACAPO**\(^{25,26}\) is a periodic DFT program using the pseudo-potential methodology.\(^{27–29}\) In this approach, a pure plane wave basis set is used, but the nuclear potential is replaced by a pseudopotential designed to reproduce the behavior of the valence electrons outside a sphere centered on the nucleus which is defined by a particular cutoff radius. Only the valence electrons need then be modeled, and the required plane wave energy cutoff is vastly reduced from that needed to give a decent representation of the quasi-Newton method for the relaxations using **VASP**. While **VASP** allows optimization of the energy with respect to the atomic position and unit cell parameters simultaneously, **DACAPO** does not have this capacity without experimental extensions, meaning that atomic positions and unit cell parameters had to be relaxed sequentially until convergence was attained with a 6\(^{\text{th}}\) order augmented wave (PAW) method.\(^{33}\) The PAW method is a generalization of the pseudopotential and augmented plane wave (APW) approaches, the latter of which was originally suggested by Slater.\(^{36}\) In the PAW method, a plane wave basis set is used to express an auxiliary description of the density that is transformed into the full density by projectors that add the effect of local atom densities. In practice, this loosely corresponds to a frozen-core approximation with a plane wave expansion of the valence electrons.

These three codes represent a reasonable sampling of methodologies in current use for electronic structure calculations of periodic or crystalline systems. They also represent quite a range of “computational size” methods, loosely translating to different amounts of CPU time required to solve particular problems with each method. Generally, one would expect that the ordering of the CPU time to solve any particular electronic structure problem of medium size to translate to **VASP** and **DACAPO** being the fastest, with **ADF**—**BAND** taking significantly more CPU time for any particular calculation. While much faster methods do exist for large systems, these are not yet sufficiently accurate to perform realistic modeling of complex metal hydrides.\(^{37}\)

We also discuss and compare with calculations performed by others using the codes **WIEN2K** and **ABINIT**. **WIEN2K**\(^{38,39}\) is a periodic DFT program based on the APW+lo approach,\(^{40,41}\) which uses plane waves with the effect of core electrons added in a muffin-tin-like manner. **ABINIT**\(^{42}\) is a plane wave pseudo-potential code, very similar in principle to **DACAPO**, mentioned above.

Throughout this work, the PW91 gradient-dependent exchange-correlation functional\(^{43}\) was used, while results from the PBE functional\(^{44,45}\) are also discussed. The convergence with respect to \(k\)-point density, integration accuracy, and basis set size has been thoroughly checked, and the overall convergence of the total energy is approximately 50 meV per conventional unit cell for **ADF**—**BAND** and **DACAPO** and 2 meV for **VASP**. For bulk NaAlH\(_4\), convergence was attained with a 6 \(\times\) 6 \(\times\) 4 Monkhorst—Pack\(^{46}\) \(k\)-point grid and planewave and augmentation charge cutoffs of 780 and 400 eV, respectively, for the **VASP** calculations. For **DACAPO**, we used 4 \(\times\) 4 \(\times\) 4 Monkhorst—Pack sampling and planewave and density cutoffs of 800 and 1600 eV, respectively. In all cases, the minimal unit cell (for example, the four formula unit crystallographic bulk NaAlH\(_4\) unit cell) was used.

3. Bulk NaAlH\(_4\)

With the PW91 functional, the geometry of bulk NaAlH\(_4\) was optimized by using **VASP** and **DACAPO**. **ADF**—**BAND** does not have the capability of calculating the forces on atomic nuclei, so no equivalent calculation can be performed with **ADF**—**BAND** without an inordinate expenditure of computational resources. While **VASP** allows optimization of the energy with respect to the atomic position and unit cell parameters simultaneously, **DACAPO** does not have this capacity without experimental extensions, meaning that atomic positions and unit cell parameters had to be relaxed sequentially until convergence was achieved. The residual minimization method with direct inversion in iterative subspace was used as an implementation of the quasi-Newton method for the relaxations using **VASP**. **DACAPO** used a steepest-descent method.

The resulting structural parameters are shown in Tables 1 and 2. A number of results taken from the literature are also shown in these tables for comparison. Vajeeston et al.\(^{3}\) and Ke and Tanaka\(^{4}\) used the PAW method of **VASP** with the PBE and PW91 functionals, respectively, to optimize the structure of NaAlH\(_4\). Opalka and Anton\(^{5}\) similarly used the PW91 functional with **VASP** but did not report coordinates for the hydrogen degrees of freedom. Íñiguez et al.\(^{6}\) used the PBE functional\(^{44,45}\) for NaAlH\(_4\) (space group \(I4_1/a\)).

### Table 1: Lattice Constants (Å) and Cell Volume (Å\(^3\)) for NaAlH\(_4\) (space group \(I4_1/a\))

<table>
<thead>
<tr>
<th>Method</th>
<th>(a)</th>
<th>(c)</th>
<th>Volume (Å(^3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>this work, <strong>DACAPO</strong></td>
<td>4.9412</td>
<td>11.1262</td>
<td>271.65</td>
</tr>
<tr>
<td>this work, <strong>VASP</strong></td>
<td>5.0004</td>
<td>11.1141</td>
<td>277.90</td>
</tr>
<tr>
<td>Vajeeston et al.(^3)</td>
<td>4.9665</td>
<td>11.0828</td>
<td>276.68</td>
</tr>
<tr>
<td>Ke and Tanaka(^4)</td>
<td>4.979</td>
<td>11.103</td>
<td>275.25</td>
</tr>
<tr>
<td>Íñiguez et al.(^6)</td>
<td>5.008</td>
<td>11.123</td>
<td>278.97</td>
</tr>
<tr>
<td>Peles et al.(^6)</td>
<td>4.98</td>
<td>11.05</td>
<td>274.0</td>
</tr>
<tr>
<td>experiment(^7)</td>
<td>4.9802</td>
<td>11.1482</td>
<td>276.50</td>
</tr>
</tbody>
</table>

\(^{3}\) VASP, PBE, ref 3.\(^4\) VASP, PW91, ref 4.\(^5\) VASP, PW91, ref 5.\(^6\) ABINIT, Troullier-Martins p.p. and PBE, ref 6.\(^7\) Unspecified, Troullier-Martins p.p., ref 7.\(^8\) Neutron diffraction, 8 K, ref 47.

### Table 2: Atomic Coordinates of H for NaAlH\(_4\) (space group \(I4_1/a\), site 16f)

<table>
<thead>
<tr>
<th>Method</th>
<th>(x)</th>
<th>(y)</th>
<th>(z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>this work, <strong>DACAPO</strong></td>
<td>0.2404</td>
<td>0.3866</td>
<td>0.5452</td>
</tr>
<tr>
<td>this work, <strong>VASP</strong></td>
<td>0.2350</td>
<td>0.3907</td>
<td>0.5442</td>
</tr>
<tr>
<td>Vajeeston et al.(^3)</td>
<td>0.2199</td>
<td>0.3710</td>
<td>0.5639</td>
</tr>
<tr>
<td>Ke and Tanaka(^4)</td>
<td>0.2357</td>
<td>0.391</td>
<td>0.544</td>
</tr>
<tr>
<td>Íñiguez et al.(^6)</td>
<td>0.2335</td>
<td>0.3918</td>
<td>0.5439</td>
</tr>
<tr>
<td>Peles et al.(^6)</td>
<td>0.232</td>
<td>0.386</td>
<td>0.546</td>
</tr>
<tr>
<td>experiment(^7)</td>
<td>0.2371</td>
<td>0.3867</td>
<td>0.5454</td>
</tr>
</tbody>
</table>

\(^{3}\) VASP, PBE, ref 3.\(^4\) VASP, PW91, ref 4.\(^5\) ABINIT, Troullier-Martins p.p. and PBE, ref 6.\(^6\) Unspecified, Troullier-Martins p.p., ref 7.\(^8\) Neutron diffraction, 8 K, ref 47.
TABLE 3: Magnitude of Difference of Position in Coordinate Space of the Hydrogen atom in the 16f Site of NaAlH₄ (space group f4/a) for Six Available Geometries

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>exp. a</th>
</tr>
</thead>
<tbody>
<tr>
<td>this work, DACAPO A</td>
<td>0.0069</td>
<td>0.0318</td>
<td>0.0071</td>
<td>0.0087</td>
<td>0.0084</td>
<td>0.0033</td>
</tr>
<tr>
<td>this work, VASP B</td>
<td>0.0317</td>
<td>0.0004</td>
<td>0.0019</td>
<td>0.0059</td>
<td>0.0087</td>
<td></td>
</tr>
<tr>
<td>Vajeeston et al. C</td>
<td></td>
<td>0.0320</td>
<td>0.0319</td>
<td>0.0263</td>
<td>0.0297</td>
<td></td>
</tr>
<tr>
<td>Ke and Tanaka D</td>
<td></td>
<td>0.0017</td>
<td>0.0062</td>
<td>0.0050</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iñiguez et al. E</td>
<td></td>
<td>0.0063</td>
<td>0.0064</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peles et al. F</td>
<td></td>
<td>0.0052</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


functional with Troullier-Martins norm-conserving pseudopotentials with the ABINIT plane wave code, while Peles et al. used a different set of Troullier-Martins pseudopotentials with an unspecified code and general gradient approximation. Vajeeston et al. used a different set of Troullier-Martins pseudopotentials with the ABINIT plane wave code, while Peles et al. performed LAPW calculations with WIEN2K and determined hydrogen coordinates of (0.2364, 0.3906, 0.5451). This result is not reported in Tables 2 and 3 because of their use of the local density approximation (LDA) functional, a qualitatively different functional to the GGA functionals of the other calculations reported here. Despite this less sophisticated functional, these coordinates are of similar quality to those reported above with a relative coordinate distance from the experimental structure (Table 3) of 0.0040.

4. NaAlH₄ Surface Energies

Perhaps the most important issue in current hydride research is understanding the hydrogenation kinetics of NaAlH₄. To describe this by theoretical tools, it is crucial to know the properties of various surfaces of the hydride. A first step in this direction is to investigate the cleavage energy of some representative surfaces of the alane, to tell what kind of surfaces are probably most common in pure NaAlH₄. This has already been done for LiAlH₄, where it was found that the AlH₄ units should be kept intact and that the surfaces with the smallest number of broken Li–H bonds were the most stable ones.

We have investigated four different orientations of NaAlH₄ surfaces: (001), (100), (112), and (101). The latter surface may be constructed by cleaving in three different ways, with AlH₄, Na, or both AlH₄ and Na at the outer surface. We have thus calculated the cleavage energy of six different surfaces, shown in Figure 1. Note that the AlH₄-covered, Na-covered, and mixed surface (101) slabs are denoted here as (101) − Al, (101) − Na, and (101) − Na + Al, respectively, and that the (100) and (101) surfaces are identical to the (010) and (011) surfaces, respectively.

For the three-dimensional periodic calculations with VASP and DACAPO, the slabs that represent the various surfaces were constructed by inserting a vacuum layer with the relevant orientation into the appropriate unit cell. 10 Å of vacuum was found to be sufficient to reach converged cleavage energies. With ADF−BAND, it was possible to construct truly two-dimensional slabs because of the use of atom-centered basis sets rather than plane waves. Both methods result in two surfaces, which are generally identical, but different in the (101) − Na + Al case. In the former case, the cleavage energy is exactly the same as the surface energy. The latter case has been included in this study in order to describe as large a range of surfaces as possible without breaking the stoichiometry of the slab. The AlH₄ units were always kept intact when creating the slabs; test calculations have shown very high energy penalties for splitting these units.

As ADF−BAND does not have the capability to perform geometry optimizations, the cleavage energies were calculated with this program only at the bulk geometry optimized with VASP. For the cleavage energies calculated with VASP, both the experimental8 and relaxed bulk geometries were used, along with fully and partially relaxed surfaces. By partially relaxed, we refer to the geometry where one surface layer of the slab was held fixed at the starting geometry to simulate continuation to the bulk, while the remainder was allowed to relax to the minimum-energy configuration. For the (101) − Na + Al slabs, the AlH₄ surface was kept fixed. From the DACAPO calculations, cleavage energies were calculated for the experimental
bulk geometry and from fully relaxed surfaces only. The unit cell was kept constant, and only the atomic coordinates were relaxed.

The cleavage energy may be calculated in a number of ways, corresponding to how the surface energy may be calculated for metals. The intuitive formula for calculating the surface energy is

\[ E_{\text{surface}} = \frac{(E_{\text{slab}}^N - NE_{\text{bulk}})}{A} \]  

where \( E_{\text{slab}}^N \) is the energy for a slab of \( N \) “layers”, \( A \) is the area of the slab surface per slab unit cell (including both surfaces), and \( E_{\text{bulk}} \) is the bulk energy per layer formula unit (that is, if each layer contains two material formula units per slab unit cell, \( E_{\text{bulk}} \) is the bulk energy per two formula units.) The problem for metals is the possibility of linear divergence of eq 1 because the bulk energy does not necessarily fit exactly to the change in the slab energy as layers are added.

Examples of the convergence of the various methods are shown in Figure 2 for the (001) surface with energies calculated using VASP. While using the intercept of the best fit line as \( 2E_{\text{surface}} \) appears to be converging with increasing slab thickness, the rate of convergence is too low to be useful. Fitting to the slab energies as the slab thickness increases shows a very similar convergence behavior. This indicates that the idea of using the slope of the whole data set as \( E_{\text{bulk}} \) (advocated in ref 49) is misguided. Not only does using this fitting procedure produce unstable surface energies from successive slab thicknesses, the behavior of the progressive fit [which must necessarily meet fit (all data)] at the largest slab indicates that quite thick slabs would be required to demonstrate satisfactory convergence of the surface energy. Using the bulk energy from a separate calculation usually produces divergent surface energies (to a greater or lesser degree). Clearly, the most stable and
TABLE 4: Calculated Cleavage Energies in J/m² of the Six Different Surfaces Shown in Figure 1

<table>
<thead>
<tr>
<th>Surface</th>
<th>Broken Bonds</th>
<th>LDA</th>
<th>BP</th>
<th>PW91</th>
<th>PBE</th>
</tr>
</thead>
<tbody>
<tr>
<td>(001)</td>
<td>16.0</td>
<td>0.292</td>
<td>0.119</td>
<td>0.150</td>
<td>0.146</td>
</tr>
<tr>
<td>(100)</td>
<td>21.6</td>
<td>0.735</td>
<td>0.607</td>
<td>0.634</td>
<td>0.628</td>
</tr>
<tr>
<td>(112)</td>
<td>17.2</td>
<td>0.386</td>
<td>0.235</td>
<td>0.266</td>
<td>0.263</td>
</tr>
<tr>
<td>(101) - Al</td>
<td>19.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(101) - Al + Na</td>
<td>26.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(101) - Na</td>
<td>19.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The ADF—BAND energies are calculated within the local density approximation (LDA) and three different GGAs: BP,52,53 PW91,43 and PBE.44 VASP and DACAPO calculations used the PW91 functional. The number of broken Na–H bonds (where the distance between Na and H is less than 3 Å) per m² cleavage area is also shown for each surface. Relaxed DACAPO results (shown bracketed) are considered incorrect.

The variation in the calculated cleavage energy of the (001) surface with changes in the methodology (the treatment of the slab geometry and the extraction of cleavage energies from the slab energies). Slab energies were calculated with VASP. See the text for a description of the different methods.

Figure 3 shows the cleavage energies calculated for the (001) surface from the energies calculated with VASP. Four cleavage energy calculation methods were selected [leaving out fit (progressive) from those shown in Figure 2], and data are shown for the 4 slab geometry classes used. Slabs up to 8 layers thick were considered. Each of the 16 combinations of geometry and cleavage energy derivation yields a different numerical value for the cleavage energy. Using the bulk energy in the determination of the cleavage energies yields the widest range of values, as expected, given the known linear divergence that arises with this approach. Contrary to expectation, Figure 3 indicates that the 3 other ways of calculating the cleavage energies shown give roughly the same spread of calculated cleavage energies. In particular, using the linear fit to the energies of only the thickest slabs to determine $E_{\text{bulk}}$ does not give a more precise way of calculating the cleavage energies when the different ways of choosing the slab geometry are considered. This is despite the significantly greater stability of this method with respect to the slab thickness (Figure 2).

With the above results in mind, we have calculated the cleavage energies of the (001), (100), and (112) surfaces with ADF—BAND and of all six surfaces with VASP and DACAPO. Slabs up to eight layers thick were considered. The resulting cleavage energies are found in Table 4. For the (001), (100), and (112) surfaces, the slab energies were calculated using ADF—BAND with four different exchange-correlation functionals: the local density approximation (LDA), BP,52,53 PW91,43 and PBE.44 In all cases, the LDA gave higher cleavage energies than the various GGAs (up to twice as high), which is consistent with the familiar overbinding of the LDA. The three GGAs gave cleavage energies that are quite similar, although the calculated cleavage energies were ordered consistently with the BP functional giving the lowest cleavage energies and the PW91 functional giving the highest. Nonetheless, the PW91 and PBE functionals gave very similar results.

The number of broken Na–H bonds per unit area of cleavage is shown for the various surfaces in Table 4 as we consider a Na–H bond to be present when the two nuclei are closer than 3 Å. The cleavage energies shown in Table 4 correlate very well with this measure, with the (001) surface consistently exhibiting the lowest cleavage energies and (100) the highest. The (001) surface also exhibits the lowest change in the cleavage energy on relaxation of the slab: less than 1 mJ/m² for the energies calculated with VASP. The other surfaces have much more pronounced relaxation effects, giving the relatively large differences in cleavage energies in Table 4.

For the three (101) surfaces, the calculation of the cleavage energy with VASP and DACAPO for the unrelaxed geometry and with VASP for the relaxed geometry had few complications. On the other hand, relaxing the geometry with DACAPO results in unrealistic structures and surface energies. While energetically the (101) – Al surface was the most strongly affected, producing a very small surface energy, the relaxed geometry of the (101) – Al + Na slab was clearly altered from the structure of bulk NaAlH$_4$ and all the other structures considered in this work. The AlH$_4$ units rearranged into bridged trigonal bipyramidal structures with a surface hydrogen vacancy. We consider these relaxed (101) cleavage energies unreliable.

Like the other surfaces described above, the (101) cleavage energies derived from DACAPO calculations for the unrelaxed geometries were larger than those calculated with VASP. The DFT calculations performed with VASP and DACAPO predicted a completely different stability ordering. While the VASP calculations predicted that cleavage along a (101) plane will occur in such a way to leave two layers of sodium on one surface and none on the other [(101) – Al + Na], the DACAPO calculations predicted that this is in fact the least energetically favorable cleavage by a significant amount and that the easiest cleavage is between the sodium layers [(101) – Na]. The ordering derived from the unrelaxed DACAPO calculations is much more in accord with the ordering predicted by the notion that the cleavage energy correlates with the number of Na–H bonds broken in the cleavage.

Unlike the NaAlH$_4$ bulk structural properties discussed above, there are clear differences between the cleavage energies calculated from the three different DFT implementations. Restricting ourselves to the PW91 ADF—BAND results and the unrelaxed VASP and DACAPO results so as to compare like with like, differences of up to 22% are evident in the calculated cleavage energies of the well-behaved (001), (100), and (112) surfaces. For the mixed (101) – Al + Na surface, the cleavage energy from the DACAPO slab energies is more than double that from the VASP energies. Yet, at the same time, some of the results are remarkably consistent, such as those for the (112)
surface where all three codes agree to within 3%, close to the “slab energy to cleavage energy” uncertainty implied by Figure 3.

When the relaxed surfaces are considered, the differences become more consistent. After being consistently larger than the cleavage energies calculated using VASP for the unrelaxed surfaces, the cleavage energies calculated using DACAPO were found to be consistently smaller than those calculated with VASP on relaxation. This highlights the significantly larger relaxation effect in the energies calculated with DACAPO compared to those calculated with VASP, varying from an ~8% greater reduction in the cleavage energy for the (112) surface to the extreme effects shown for the (101) surfaces.

5. Surface Atom Densities of States

The local (or “projected”) density of states (DOS) is commonly used as a qualitative indicator of bonding within a structure.54 We have calculated local DOSs centered on atoms in the bulk NaAlH4 structure and for the surface atoms in the (001), (100), and (112) surfaces of eight formula unit slabs. The covalent radii of the elements were used as the cutoff radii for the DOS projection.

A detailed view of the projected DOS, calculated with VASP, is shown in Figure 4. Here, the calculated DOSs have been projected on the orbital wave functions of three representative surface atoms and compared to the bulk results. The three atoms are the uppermost of their species at the particular surface, which means that they all are involved in the bond breaking at the surface, either directly (Na and H) or indirectly (Al via its nearest-neighbor hydrogen).

The changes in the DOS when creating a surface are closely connected to the breaking of Na–H bonds. First of all, it is evident that the DOS projected on a Na surface atom is considerably reduced below the Fermi level compared to the bulk. Correspondingly, the ADF–BAND-calculated Hirshfeld charges show that the integrated electron population around Na has decreased after creating the surface: from 10.73 electrons in the bulk to 10.66, 10.64, and 10.60 electrons at the (001), (112), and (100) surfaces, respectively. The effect thus follows the trend in the stability of the surfaces, but is nevertheless somewhat surprising. Intuitively, we could expect that a broken Na–H bond would leave the Na ion with more electrons, not less. But at the same time, the neighboring AlH4 unit has experienced a bond loss, which must be compensated. It is well-known that this unit is very stable with regard to the temperature55 and to different chemical surroundings in the bulk.56,57 Thus, we should expect that it will gain charge from neighboring atoms to compensate the loss of this bond. This is seen in the calculated Hirshfeld charges, where the surface AlH4 unit has a higher electron density than in the bulk, exactly balancing the loss from Na (the surface is charge neutral in all cases). All the atoms in the unit have gained charge, but the hydrogen atoms
that have lost one or two bonds have gained the most. In the bulk, hydrogen atoms form ionic bonds with Na and mostly covalent bonds with Al, but in the surface, this is slightly changed. The H atoms that lost the bonds are still ionic in nature, but now, the ionic bond is formed with the Al atom. The Al atom compensates the electron loss from this bond by pulling electrons from the other H atoms. In turn, they take electrons from the surroundings, keeping the remainder of the AlH₄ unit intact. The net effect is that the bond losses are overcompensated, and the Na atom is thus losing electrons compared to the bulk.

The same behavior can be seen when studying the DOS projected onto H. The most important interaction between Na and H in the bulk is seen in the peak between −3 and −2 eV. This peak disappears to a large extent at the (001) surface (where one bond is lost from the upper H atom) and totally at the (112) surface (where both the bonds are lost). There is instead a significant increase in the electron density just below the Fermi level, corresponding to the new ionic bond with Al.

The band gap of NaAlH₄ is almost 5 eV, in accord with previous studies. This seems not to be the case, however, for the atoms at the (100) surface, where the band gap is close to 3 eV (Table 5). It also seems that most of the bands have moved down in energy by approximately 1 eV. We believe this to be due to molecular-like surface bands that exist in the band gap of the bulk electronic structure, giving rise to a shift in the calculated Fermi level by around 1 eV. If such a shift is removed, the DOSs of the atoms at the (100) look quite similar to those of the other surfaces, except for the states that are present in the band gap.

Examination of the local DOSs for the various NaAlH₄ structures from the three codes used in this study reveal some intriguing features. Some of these are demonstrated in Figure 5, which shows a selection of the local DOSs calculated in this work. Contributions from s, p, and d orbitals have been summed into the atom-centered local DOSs and the total DOS (as opposed to the orbital-resolved data shown in Figure 4). Note that smearing has been applied to the DACAPO results and not to the VASP or ADF-BAND results.

The local DOSs calculated by VASP and ADF-BAND generally agree well for occupied states of the bulk and (001) structures. ADF-BAND produced a significantly larger DOS for bulk H states than VASP, however. The calculations of

<table>
<thead>
<tr>
<th></th>
<th>DACAPO</th>
<th>VASP</th>
<th>ADF–BAND</th>
</tr>
</thead>
<tbody>
<tr>
<td>bulk</td>
<td>4.3</td>
<td>4.8</td>
<td>4.3</td>
</tr>
<tr>
<td>(001)</td>
<td>4.5</td>
<td>4.7</td>
<td>4.1</td>
</tr>
<tr>
<td>(100)</td>
<td>3.2</td>
<td>3.3</td>
<td></td>
</tr>
<tr>
<td>(112)</td>
<td>4.5</td>
<td>4.5</td>
<td></td>
</tr>
</tbody>
</table>

*(100) band gap calculated without reference to the Fermi energy.*
DACapo produce quantitatively different DOSs, but the qualitative agreement is reasonable, with states partitioned into two groups lying in the $-6.5$ to $-3$ eV and $-3$ to $0$ eV ranges. Yet, there are qualitative differences between the DACapo results and those of VASP and ADF-BAND that are not reflected in Figure 5. For example, the low-energy states between $-6.5$ and $-3$ eV (primarily Al and H $s$ states) are composed of roughly equal proportions of Al and H states for the DACapo calculation, whereas VASP calculates this region to be primarily due to Al $s$ states (Figure 4).

For the (100) surface (not shown in Figure 5), a similar level of agreement is seen between the VASP-calculated and DACapo-calculated local DOSs as for the bulk case. For the (112) surface, the total DOSs agree quite well in the occupied region, considering the smearing applied in the DACapo case (though a shift of the Fermi level would strengthen the agreement). However, the contributions to the total DOSs from Na and H states are completely different for the VASP and DACapo calculations, with the former yielding negligible Na contribution and high H density of states below the Fermi level and the latter proportioning non-Al states roughly equally between Na and H. The vacuum states for the (112) surface seem mostly absent from the DACapo results. The DOSs projected onto Al orbitals agree quite well between the codes below the Fermi level.

There is little agreement between the DOSs calculated by the three codes for vacuum states beyond general band gap agreement. The calculated band gaps for the various structures are shown in Table 5. The band gaps derived from the three sets of calculations differ significantly, with an irregular pattern of agreement between the codes. For the bulk structure, DACapo and ADF-BAND agree, whereas VASP produced a band gap $0.5$ eV larger. The (001) surface band gap is similarly predicted to be $0.6$ eV larger by VASP than ADF-BAND, with DACapo predicting an intermediate band gap. However, for the less stable (100) and (112) surfaces, for which ADF-BAND DOS calculations were not performed, the band gaps calculated with VASP and DACapo agree well.

6. Conclusion

In this work, we have used VASP, DACapo, and ADF—BAND to calculate bulk structures and surface properties of NaAlH$_4$. Of the surfaces considered (which included all “reasonable” low-index surfaces), the (001) surface was identified unambiguously as having the lowest cleavage energy to create the surface, and thus is the most stable. However, we have considered only the cleavage energy, so, though we consider this unlikely, we cannot exclude the possibility that one of the surfaces of our (101) and Na slabs could have a lower surface energy. Also, most certainly, the real material does not exhibit the pure, perfect surfaces considered in this idealized study, but rather, surfaces with impurities and defects. How this affects the relative stability of the various surfaces is clearly beyond the scope of the present study.

It is well-known that the determination of the surface energy or cleavage energy from slab energies is not necessarily straightforward. While we have shown that using a set of the largest slab energies to determine the appropriate value of the bulk energy converges more quickly and stably than other approaches, this does not give significantly more certain surface energy and cleavage energy results than other approaches when one considers results from different, equally valid treatments of the slab geometry.

We have also presented an analysis of the DOS of the NaAlH$_4$ surface. Such an analysis has not yet been presented in the literature. The surface DOS is important for understanding NaAlH$_4$ surface characteristics and thus can help elucidate hydrogen uptake and release mechanisms, one of the most pressing current issues in hydrogen storage materials research. Of particular interest would be how the surface states are affected by the addition of Ti; this is the subject of a forthcoming study.

A central theme of this paper has been the comparison of results calculated using different DFT methodologies. For the most common use of periodic DFT for complex metal hydride systems—the structure of bulk phases, there is generally a good level of agreement between the calculations performed in this work using DACapo and VASP and previously published work. Pseudopotential calculations seem to be slightly less reliable for calculating lattice parameters (and thus bulk material densities). Expanding the application to surface properties and adding results calculated with ADF—BAND considerably reduces the level of agreement between different methodologies. This can have a serious impact on the confidence that one can have in surface properties calculated with any particular package. One is forced to consider whether the results obtained are a true reflection of the physics of the system under study or an artifact of the calculation method. In the calculations performed in this work, that was particularly the case for the DOS and the projection of the DOS onto atomic orbitals. Attribution of system states to H $s$ states was particularly inconsistent. Some of the differences are explainable by subtle differences in the details of the calculation (such as projection onto hydrogenic orbitals versus projection onto multielectron orbital solutions for elemental atoms). That, however, does not alter the fact that any such subtle differences are rarely taken into consideration when interpreting calculated results. A further complicating factor when interpreting calculation results is that different DFT implementations present different capabilities. An example that arises in the present context is the capability of DACapo to project DOSs onto “infinite extent” atomic orbitals rather than restrict the projection to orbitals truncated to a particular radius. Such a projection leads to very different local DOSs from those presented here, with greatly increased densities of Na $s$ orbital states for the bulk and (001) and (100) surfaces, and (112) surface DOSs dominated by H states.

Unfortunately, direct comparisons between implementations such as these are rare. While we have identified some differences between the results produced by the three codes considered in this work, there is insufficient data to conclude which approaches are predicting more or less accurate surface properties.
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