Fracture mode analysis and related surface deformation during dyke intrusion: Results from 2D experimental modelling
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A B S T R A C T

Surface deformation analysis in volcanic edifices in response to shallow magma intrusion is crucial for assessing volcanic hazards. In this paper, we discuss the effect of dyke propagation mode on surface deformation through 2D laboratory models. Our experimental setup consists of a Hele-Shaw cell, in which a model magma is injected into a cohesive model crust. Using an optical image correlation technique (Particle Imaging Velocimetry), we measured the surface deformation, the displacements and the strain field induced by magma emplacement within the country rock. We identify two types of intrusion morphologies (Types A and B), which exhibit two evolutionary stages. During the first stage, both types resulted in a vertical dyke at depth; its propagation was controlled by both shear deformation and tensile opening. The model surface lifted up to form a smooth symmetrical dome, resulting in tensile cracks. During the second stage, Types A and B experiments differ when the dyke reaches a critical depth. In Type A, the intrusion gradually rotates, forming an inclined sheet dipping between 45° and 65°. This rotation results in asymmetrical surface uplift and shear failure upon the tip of the dyke. In Type B, the dyke tip interacts with tensile cracks formed during the first stage. This fracture controls the subsequent propagation of the dyke toward the surface. In both types of experiments, intrusions result in surface uplift, which can be accommodated by reverse faults. Our study suggests that dykes propagate as viscous indenters, rather than linear elastic fracturing.

1. Introduction

Surface deformation due to magma intrusions in volcanic systems can be detected by geodetic survey (Cayol and Cornet, 1998; Froger et al., 2001, 2007; Pedersen and Sigmundsson, 2006; Masterlark, 2007). Surface movements reflect the dynamics of volcanic plumbing systems, such as the shape of magma intrusions, the magma pressure, and the emplacement mechanisms. Recent experimental models even show that the time evolution of surface deformation can be used to predict the location of a preparing volcanic eruption (Galland, 2012). A proper understanding of the processes that govern surface deformation is therefore crucial for unravelling magma transport dynamics at depth.

A classical approach for analyzing surface deformation is through forward or inverse modelling of surface deformation, using either analytical or numerical models. Analytical models consider simple shapes, such as an opening tensile crack (Bonafede and Danesi, 1997) or a pressurized cavity (Mogi, 1958; Pollard and Holzhausen, 1979; Fialko et al., 2001; Gudmundsson, 2006) in elastic half-space. Numerical models can take into consideration more complex shapes. The models predict the shape and the opening of the intrusion, as well as the pressure of the magma. Nevertheless, such approach considers static systems only, where the mechanism of propagation and emplacement of the intrusions are not considered.

Former studies, however, show that surface deformation strongly depends on intrusion propagation and emplacement mechanism. There are two competing models of emplacement, which provide contrasting surface expressions.

A first model for dyke emplacement is Linear Elastic Fracture Mechanics (LEFM). This approach considers that dykes are open fractures, the country rock being elastic everywhere but in a small “process zone” at the tip of the fracture. In this model, the magma overpressure pushes on the dyke walls, leading to large tensile stresses at the dyke tip. The surface expression associated with this model is (1) no uplift above the dyke tip, and (2) two uplift zones on each side of the dyke tip. It has also been suggested that the emplacement of dykes result in subsidence of the Earth surface, triggering the formation of grabens and normal faults (Pollard et al., 1983; Mastin and Pollard, 1988; Rubin and Pollard, 1988). Such surface deformation patterns have been monitored in...
volcanic rift zones; however, it is difficult to decipher whether subsidence and normal faulting are triggered by the dyke or by the regional tectonic extension. Moreover, many feeder dykes and dykes arrested a few metres below the surface do not generate faults or grabens (Gudmundsson, 2003). In addition, on volcanoes with limited or no tectonic extension, dyke emplacement is usually associated with surface uplift (Fukushima et al., 2005).

A second model considers that dykes propagate as viscous indenters (Donnadieu and Merle, 1998), producing shear failure at dyke tips. In such a model, the magma pushes the dyke tip ahead, indenting the country rock along small-scale shear zones. This model is in agreement with structural observations (Duffield et al., 1986; Gudmundsson et al., 2008) and geophysical measurements (Roman et al., 2004). The occurrence of shear failure at dyke tips has been observed in 2D laboratory experiments (Kervyn et al., 2009), and may explain the splitting of dykes into cone sheets close to the surface (Mathieu et al., 2008). The surface deformation associated with this model, however, has not been addressed.

In order to study the effect of dyke propagation mechanism on surface deformation, we designed new 2-dimensional quantitative experiments of dyke emplacement. Our setup allows the monitoring of both (1) the displacements and strain field in the host rock at the vicinity of the dyke, and (2) the associated surface deformation.

2. Experimental setup and scaling

2.1. Model materials

Among the various methods used to study dyke propagation, analogue modelling based on fluid injection into gelatin has been used for many years (Hubbert and Willis, 1957; Pollard, 1973; Rubin and Pollard, 1988; Takada, 1994; Kavanagh et al., 2006; Menand, 2008). This material has the advantage to be transparent, it fails in tension, and its elastic properties are becoming better known (Di Giuseppe et al., 2009). Nevertheless, it is too cohesive to represent weak brittle rocks, and it is not scaled to simulate plastic shear deformation. To overcome this difficulty, Galland et al. (2006, 2009) and Mathieu et al. (2008) used cohesive granular materials (silica powder, ignimbrite, and diatomite powder). These materials fail both in tension and in shear at low differential stresses, so their behaviour is closer to that of natural rocks.

Among the analogue materials described in the literature, such as silica powder (Galland et al., 2003, 2006, 2009), diatomite powder (Gressier et al., 2010), flour (Mastin and Pollard, 1988), vegetable oil (Galland et al., 2006; 2009), and Golden syrup (Mathieu et al., 2008), we chose to use Golden syrup as a magma analogue and a fine-grained silica powder as a brittle crust analogue. At room temperature (22°C), Golden syrup has a viscosity of 16.6 Pa s and a density of 1400 kg m⁻³. The silica powder is sufficiently fine grained (15 μm) to prevent the percolation of the Golden syrup. After manual compaction, the density of the powder ranges between 1500 and 1700 kg m⁻³. The powder fails according to a Coulomb criterion with cohesion around 350 Pa and an angle of internal friction reaching 45° (Galland et al., 2006, 2009). Measurements were done in a Hubbert-type shear box (Krantz, 1991; Schellart, 2000; Mourgues and Cobbold, 2003). Due to its non-negligible cohesion, the silica powder fails both in tension (open cracks) and shear (faults).

2.2. Scaling

The scaling procedure associated with magma intrusion in the brittle crust is challenging because (1) the experiments aim to simulate the coupling between fluid and solid mechanics, and (2) the ranges of geological settings and viscosities of magma are very broad. The principle is to define selected dimensionless numbers, which characterize the geometry, the kinematics and the dynamics of the simulated processes. The experiments are representative of their natural prototypes if the values of these dimensionless numbers in the experiments and in nature are equal. The following scaling procedure is based on the standard similarity conditions, as developed by Hubbert (1937) and Ramberg (1981). This procedure was detailed and applied to magmatic processes by Merle and Borgia (1996), Galland et al. (2000, 2006), Mathieu et al. (2008) and Gressier et al. (2010).

The principal geometric input variable is the thickness of the overburden (L), which is the same as the final intrusion length. The output geometrical parameter is the intrusion thickness (e). Material properties are the densities of the magma (ρ_m) and the country rock (ρ_r), the angle of internal friction (φ) and the cohesion (C) of the country rock, and the viscosity of the magma (η). The experiments were performed in the natural field of gravity (g). The moving piston imposed the injection flow rate (Q). The magma flow velocity can be calculated from the thickness of the intrusion, which is a result and not a parameter known a priori. However, this parameter needs to be taken into account for the dimensional analysis in order to consider the viscous stresses inside the intrusions.

Nine variables characterize the physical system, three of them having independent dimensions. According to the Buckingham-Π theorem (e.g., Middleton and Wilcock, 1994; Barenblatt, 2003) and following Galland et al. (2009), we defined six dimensionless numbers listed in Table 1. We chose the scale ratio between our experiments and nature to be between 10⁻⁴ and 10⁻³, so that 1 cm in the experiments represents 10–100 m.

The first dimensionless parameter defines the geometric ratio of the dyke. In nature, two aspects ratios are required to describe entirely the 3-dimensional geometry of a dyke. In our 2D
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experiments, where propagation was restricted in the third
dimension, only one aspect ratio has a physical significance:
\[ \Pi_1 = e/L. \]  
(1)

In nature, typical range for \( \Pi_1 \) for dykes is between \( 10^{-4} \) and \( 10^{-2} \) (Rubin, 1995; Geshi et al., 2010; Kavanagh and Sparks, 2011; Daniels et al., 2012). In the experiments, the length of
the dykes being 20 cm, and their thickness ranging from 1 to 5 mm,
\( \Pi_1 \) ranges from \( 5 \times 10^{-3} \) to \( 2.5 \times 10^{-2} \). These values overlap with
values of \( \Pi_1 \) in nature, though they correspond to the
lower bound.

For the brittle behaviour of the country rock, we use two
numbers:
\[ \Pi_2 = \rho_g L/C, \]  
(2)
\[ \Pi_3 = \Phi. \]  
(3)

The angle of internal friction of the silica flour was measured
at \( 39^\circ \) (Galland et al., 2006, 2009). It is thus in the range for
natural rocks (between 25° and 45° : Schellart, 2000). The value of
\( \Pi_3 \) in our experiments is \( \sim 9 \) (Table 2). The cohesions of natural
rocks span from \( 10^3 \) to \( 10^8 \) Pa (Schultz, 1995, 1996; Schellart,
2000; Voight, 2000; Thomas et al., 2004; Schifman et al., 2006). If we
consider a scale ratio of \( 10^{-4} \), \( \Pi_4 \) in nature ranges between
\( 5 \times 10^{-1} \) and \( 5 \times 10^2 \). The value of \( \Pi_4 \) in our experiments thus
falls right in the middle of this range, so that the silica flour is a
good representative of natural rocks in general. If we consider a
scale ratio of \( 10^{-3} \), \( \Pi_4 \) in nature becomes between \( 5 \times 10^{-2} \) and
50; \( \Pi_4 \) in the experiments is thus close to the upper bound, and in
this case, the silica flour is representative of strong rocks, such as
unfractured basalts.

In order to scale the fluid properties and its injection rate, two
numbers need to be defined:
\[ \Pi_4 = \eta L U/e^2 C, \]  
(4)
\[ \Pi_5 = \rho_g e U/\eta. \]  
(5)

\( \Pi_4 \) is the ratio of viscous pressure drop along the intrusion to
the cohesion of the country rock. \( \Pi_3 \) is the Reynolds number, which
is the ratio between inertial and viscous forces. In nature, according to field observations and theoretical studies, dyke
propagation velocities range from \( 10^{-2} \) m s\(^{-1} \) for viscous rhyolitic
or granitic magmas (Clements and Mawer, 1982; Petford et al., 1993),
to about 0.1–1 m s\(^{-1} \) for less viscous basaltic magma (Spence and Turcotte, 1990; Roman et al., 2004; White et al., 2011). Magma viscosity depends on chemical composition, water
content, temperature, and volume fraction of crystals. It can
therefore vary widely from 10 Pa s for basaltic melts to \( 10^{18} \) Pa s
for partially crystallized granitic magma (Spera, 1980; Petford et al.,
1993; Merle and Vendeville, 1995). In this study, we will consider
the viscosity of common magmas, such as dry basalt, andesite,
and trachyte, which viscosity range is between 1000 Pa s and
\( 10^6 \) Pa s. Dyke thickness typically ranges from 1 to 10 m. Thus, considering a scale ratio of \( 10^{-4} \), \( \Pi_4 \) ranges between
\( 2 \times 10^{-5} \) and \( 2 \times 10^4 \). Considering a scale ratio of \( 10^{-3} \), \( \Pi_4 \) spans
between \( 2 \times 10^{-6} \) and \( 2 \times 10^2 \). In our models, Golden syrup
(viscosity = 16.6 Pa s) is injected at a velocity of 0.5 mm s\(^{-1} \) in
2 mm–5 mm wide dykes. Thus, \( \Pi_4 \) in our experiments range
between \( \sim 0.2 \) and 1.2, which falls close to the middle of the range
of \( \Pi_4 \) for natural systems.

For both nature and experiments, the Reynolds number (\( \Pi_3 \)) is
much lower than the critical value of 2000. This implies that
magma flows in both cases are laminar.

The last number is the ratio of hydrostatic forces to lithostatic
forces:
\[ \Pi_6 = 1 - \rho_m/\rho_r. \]  
(6)

In our experiments, \( \Pi_6 \) ranges between 0.06 and 0.17, mean-
ning that the Golden syrup is slightly positively buoyant. In nature, the magma is neutrally, positively or negatively buoyant with \( \Pi_6 \) ranging between \( \sim 0.06 \) and 0.13. Thus, our experiments are only
representative of buoyant magmas within dykes.

To summarize, there is a good match between the \( \Pi \) numbers
calculated for natural systems and for our experiments. All the
dimensionless numbers can be satisfied by taking different length
scales, viscosity and timescales. Our experiments are physically
equivalent to shallow geological systems (< 2 km). For example,
assuming a length scale ratio between \( 10^{-4} \) and \( 10^{-3} \), we
modelled intrusions with thicknesses ranging between 2 and
20 m, brittle rocks with cohesion between 0.5 MPa and 5 MPa
and magma viscosities between \( 10^4 \) and \( 10^9 \) Pa s. The results of
the experiments could also be upscaled to deeper systems invol-
vying thicker intrusions of more viscous magmas, in a stronger
brittle crust.

2.3. Experimental setup

We conducted experiments in two dimensions in order to
observe deformation during the dyke growth. Our apparatus
consisted of a Hele-Shaw cell, 50 cm long and 35 cm high and
2.5 cm thick. To reduce the silo effect (Mourguès and Cobbold,
2003), which may perturb the vertical stress, the walls were made
of glass with low friction and we limited the height of the models
to 20 cm (Fig. 1).

The silica powder was poured manually in the box. We were
careful to keep a homogeneous distribution of the powder. The
powder was manually compacted in order to control its density at
\( 1500\)–\( 1700 \) kg m\(^{-3} \). The Golden syrup was then injected at the
base of the powder with a moving piston through the injector
(Fig. 1). We calibrated the piston motion to keep a constant
injection velocity.

The injection of the Golden syrup resulted in the intrusion of a
thin dyke perpendicular to the wall of the cell. The propagating
dyke and the deformation of the host were observable through the
transparent glass wall, and photographed. We used a Particle
Imaging Velocimetry (PIV) technique to calculate displacement
deformation fields in the host by optical images correlations
(White et al., 2003; Adam et al., 2005). This method operates on
the image texture and it is possible only if the material is not
homogeneous in colour. To avoid this, we added black powder of
silicon carbide in the silica powder, providing a grained texture.

<table>
<thead>
<tr>
<th>( \Pi_1 )</th>
<th>Dimensionless ratios for nature and experiments.</th>
<th>Field</th>
<th>Experiment</th>
<th>Field ratios for suitable values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness/length</td>
<td>( e/L )</td>
<td>( 5 \times 10^{-1} )–( 10^{-2} )</td>
<td>( \sim 10^{-2} )</td>
<td>( \sim 10^{-2} )</td>
</tr>
<tr>
<td>( \Pi_2 )</td>
<td>Gravitational stress/cohesion</td>
<td>( \rho_g L/C )</td>
<td>( \sim 5 \times 10^{-2} )–50</td>
<td>9</td>
</tr>
<tr>
<td>( \Pi_3 )</td>
<td>Angle of internal friction</td>
<td>( \Phi )</td>
<td>30–40</td>
<td>40</td>
</tr>
<tr>
<td>( \Pi_4 )</td>
<td>Viscous stress/cohesion</td>
<td>( \eta L U/e^2 C )</td>
<td>( \sim 2 \times 10^{-6} )–( 10^3 )</td>
<td>( \sim 1.2 )</td>
</tr>
<tr>
<td>( \Pi_5 )</td>
<td>Re–Inertial/viscous forces</td>
<td>( \rho_g e U/\eta )</td>
<td>( \sim 2.6 \times 10^{-4} )–26</td>
<td>( \sim 10^{-4} )</td>
</tr>
<tr>
<td>( \Pi_6 )</td>
<td>Magma/country rock densities</td>
<td>( 1 - \rho_m/\rho_r )</td>
<td>( \sim 0.125 )</td>
<td>( 0.12 )</td>
</tr>
</tbody>
</table>
The amount of black powder being very small compared to that of the silica powder, we assume that such addition does not modify the mechanical properties of the silica powder. The displacement field around the intrusion was computed by cross-correlation from the translation and distortion of the particle pattern in successive images with a given time interval of $D_t = 3$ s. We used five pixel wide correlation windows. As demonstrated by White et al. (2001), PIV cross-correlation allows the calculation of displacements with sub-pixel accuracy ($\leq 0.1–0.2$ pixel). In our case, the side of each pixel is 140 $\mu$m, so that displacements down to 30 $\mu$m can be monitored.

3. Results

3.1. Intrusion morphologies

We performed more than 20 experiments at room temperature (22°C, constant fluid viscosity: 16.6 Pa s) with various powder densities (ranging between 1500 and 1700 kg m$^{-3}$) and injection rates ($0.5 \times 10^{-3}$ and $1 \times 10^{-3}$ m s$^{-1}$). We did not observe any significant influence of these parameters in the tested ranges but we systematically obtained two kinds of morphologies independent of the input parameters. We choose to repeat several times the same experiment (six identical experiments are shown in Fig. 2; height of powder: 20 cm, injection velocity: $0.5 \times 10^{-3}$ m s$^{-1}$) and we analyzed them by PIV. We present only this series of experiments to discuss the formation of two distinct intrusion morphologies (type A and type B, Fig. 2). Considering all our intrusions, morphologies A and B appeared with the same frequency. In all experiments, we distinguish two stages for the emplacement of the intrusions.

3.2. Type A experiments

Stage 1 initiated with a vertical dyke, which grew from the injector to a depth ranging between 7 and 9 cm below the surface (Fig. 2a1–a3). During this stage, symmetrical gentle surface uplift occurred over a large area directly above the apex of the dyke (Fig. 3a). As a result, small open cracks formed at the model surface; as the dyke propagated upward, the open cracks propagated downward (Figs. 2a and 4a–c). Generally, two cracks formed symmetrically on each side of the vertical projection of the dyke apex onto the model surface.

Stage 2 started when the dyke reached a depth of 7–9 cm below the surface. It deviated gradually from vertical and became inclined, with a dip ranging between 45° and 65° (Fig. 4c and d). The surface uplift gradually localized over a small area directly above the apex of the dyke, and the uplift accelerated significantly (Fig. 3). Surface uplift remained broadly symmetrical. Closer to the surface (stage 2b), the dyke flattened out even more, reaching a dip (Fig. 4e). Surface uplift kept accelerating, and became strongly asymmetrical, the maximum uplift being directly above the apex of the inclined sheet (Fig. 3). This last uplift generated several open cracks upon the inclined dyke.

3.3. Type B experiments

Stage 1 of Type B experiments was very similar to that of Type A experiments, with the propagation of a vertical dyke (Fig. 5a and b), gentle surface uplift spread over a large area (Fig. 3b), and open cracks affecting the surface.

Stage 2 in these experiments, in contrast, shows striking differences with that of the Type A experiments. When the initial vertical dyke reached 5–6 cm below the surface (Fig. 2b), it sharply bent to horizontal, and subsequently bent to sub-vertical by following the traces of open cracks formed during stage 1. When this sharp transition occurred, the surface uplift accelerated, even more than in Type A experiments (Fig. 3). The uplift became suddenly restricted to a very narrow area, bounded by sub-vertical walls. Photographs of Fig. 5 show that this uplift is associated with the upward movement of the block of flour delimited by the two main open cracks formed during stage 1, i.e. a popup structure.
In a number of experiments, we observed the formation of several small sheet intrusions radiating from the injector (Fig. 2). Some of them grew a few centimetres vertically before stopping, while others went down and stopped very quickly. The formation of these small intrusions propagating in various directions is certainly due to stress perturbations in the vicinity of the injector.

In some experiments, the intrusions did not appear continuous (Fig. 2a1 and b2). This phenomenon is probably due to segmentation of the dykes across the thickness of the cell. Locally, we also observed parasitic flow of Golden syrup between the powder and the glass wall (Fig. 2). This boundary effect mostly occurred in the vicinity of the injector, i.e. far from the dyke tip at the transition from stage 1 to stage 2. Therefore, we infer that it does not influence the propagation of the dyke during the transition between the two stages of emplacement.

3.4. Strain analysis

In order to quantify the strain field in the host material of the intrusions, we applied PIV on two selected experiments, in which the intrusions were continuous and where no percolation occurred along the walls. Figs. 4 and 5 represent maps of the incremental ($\Delta t = 3$ s) horizontal and vertical displacements, and shear strain in the entire models. Fig. 6 shows the detailed strains calculated in the vicinity of the tip of the dyke.

3.5. Type A experiments

During Stage 1, the propagation of the vertical dyke produced horizontal displacements on each side of the dyke, indicating opening and enlargement of the intrusion (Fig. 4a1–c1). These displacements were more prominent near the tip of the dyke, and disappeared at its base (Fig. 4c1). Small amplitude upward movements affected a broad symmetrical conical area, with diffuse boundaries, of the overburden of the dyke (Fig. 4a2). This cone became narrower, and the amplitude of the displacements became larger, as the dyke propagated upward (Fig. 4b2 and c2). The image analysis displayed very limited shear strain in the model, except local V-shaped deformation pattern in the vicinity of the dyke tip (Fig. 6a2). Strain analysis showed that these small-scale deformation bands accommodate both dilation and reverse shear. This local deformation pattern, however, was not systematically recorded through time (Fig. 6b2 and b3).

At the beginning of stage 2, the bending of the dyke produced asymmetric horizontal displacement pattern (Fig. 4d1). The conical area affected by upward displacements kept narrowing and became also asymmetrical: its right boundary where the dyke propagated was diffuse, whereas its left boundary exhibited an important displacement gradient (Fig. 4d2), which corresponded to localized shear strain (Fig. 4d3). At the last stage of the experiments, the right boundary of the uplifted conical area became diffuse, whereas the right boundary became sharp, with
3.6. Type B experiments

Stage 1 in Type B experiments was very similar to that of Type A experiments. An initial vertical dyke produced horizontal displacements on each side of the dyke, indicating opening and enlargement of the intrusion (Fig. 5a1 and b1). During upward propagation of the dyke, horizontal displacements mostly occurred close to the upper tip of the dyke and became negligible at its base (Fig. 5b1 and c1). Small amplitude upward movements affected a broad symmetrical conical area of the overburden of the dyke, with diffuse boundaries (Fig. 5a2 and b2). This uplifted area became narrower as the dyke propagated upward. In this initial stage, similarly to Type A experiments, shear strain in the model is limited, except for a local V-shaped deformation pattern in the vicinity of the dyke tip (Fig. 6a2 and a3). When the dyke reached \( \sim 7 \text{ cm} \) below the surface, important shear deformation occurred between the tip of the dyke and the model surface, while the dyke remained vertical (Fig. 5c3). This is evidenced by the sharp boundaries in the vertical displacement field (Fig. 5c2) indicating that the upward displacement of the overburden was accommodated by two conjugate reverse shear zones. These shear bands are the downward continuation of the open fractures that affected the model surface.
Fig. 4. Different stages of vertical dyke propagation for a type A intrusion (a–e). Pictures are analyzed by P.I.V. technique. Horizontal displacements (a1–e1), vertical displacements (a2–e2) and shear deformations (a3–e3) are calculated between two successive pictures. The correlation window is five pixels wide.
Fig. 5. Different stages of vertical dyke propagation for a type B intrusion (a–e). Pictures are analyzed by P.I.V. technique. Horizontal displacements (a₁–e₁), vertical displacements (a₂–e₂) and shear deformations (a₃–e₃) are calculated between two successive pictures. The correlation window is five pixels wide.
Stage 2 started when the dyke tip intersected one of the shear zones formed at the end of stage 1 (compare Fig. 5d with c3). The upward movements of the overburden became strictly restricted to a small domain bounded by the two reverse shear zones formed at the end of stage 1, isolating a "popup" structure (Fig. 5d2 and d3). The size of this popup structure remained constant during stage 2. After a sharp bending, the dyke tip followed the trajectory of one of the reverse shear bands. In the shallowest centimetre of the model, additional reverse faults, dipping at 30°, formed on each side of the popup (Fig. 5e2 and e3).

4. Discussion

4.1. Validity of experimental procedure

By confining the models between two glass plates, the processes simulated in the experiments are considered to be 2D, in plane strain configuration, such as most mathematical and numerical models of dyke emplacement (Pollard, 1973; Pollard and Holzhausen, 1979; Bonafede and Danesi, 1997; Gudmundsson and Loetveit, 2005). In such configuration, the dykes are expected to be continuous and perpendicular to the walls of the cell. Nevertheless, although the dykes were roughly perpendicular to the walls in our experiments, we observed that they were not always continuous (Fig. 2). We infer that some dyke segmentation occurred locally in the third dimension. This 3-dimensional effect can produce local additional strain patterns, such as strain localization between two dyke segments (Fig. 7b2).

Our results are very comparable to those obtained in 3D experiments. Notably, the transition from a vertical dyke to an inclined sheet has also been simulated in the 3D experiments of Mathieu et al. (2008), Galland et al. (2009) and Galland (2012). In addition, the depths of the dyke-to-inclined sheet transition in our experiments (between 5 and 9 cm below the surface) were similar to those obtained in these previously published experiments.
experiments (between 2 and 7 cm). This similarity suggests that the boundary effects in our experiments played a minor role on the studied processes, but we cannot totally exclude them.

In some experiments, we also observed parasitic flow of Golden syrup between the powder and the glass wall, forming large grey patches in the photographs (Fig. 2). The grey patches can substantially perturb the image analysis to quantify the strain field. Such boundary effect mostly occurred away from the dyke tip. We thus infer that (1) it does not influence the propagation of the dykes and (2) it does not change our strain analysis in the vicinity and above the dyke tip.

4.2. Strain analysis and dyke propagation mode

The strain analysis is fundamental to constrain the deformation mechanisms at the dyke tips, and therefore to understand their mode of propagation. The detailed strain analyses during some time steps highlight the formation of V-shaped reverse shear bands rooted at the dyke tips (Fig. 6a3). These shear bands accommodate both dilation and uplift of the overlying material. The dilation is compatible with the opening of the dyke, and the uplift is compatible with the observed surface uplift. Our results, however, do not show any evidence of normal faulting or subsidence of the model surface. This result is compatible with the model of viscous indenter proposed by Donnadieu and Merle (1998) and Mathieu et al. (2008), but less with the classical theory of LEFM, which predicts a more complex uplift pattern (Pollard et al., 1983; Mastin and Pollard, 1988; Rubin and Pollard, 1988).

Our experiments show that tensile fractures form at the model surface during the upward propagation of the dykes (Figs. 2, 4 and 5), as observed on many active volcanoes. The experiments also show that the model surface was uplifting at the same time, bending the model surface like a smooth antiform (Fig. 3). Such surface bending generates tensile stresses at the top of the antiform (Price and Cosgrove, 1990). We thus infer that these tensile fractures formed due to outer-arc stretching at the top of the antiform, but not as a result of surface subsidence and normal faulting.

We noticed that the dykes in our experiments did not propagate straight and that the dyke tips were irregular (Figs. 2, 4 and 5). Such complex shapes have been recognized in the experiments (Pollard and Johnson, 1973; Francis, 1982; Delcamp et al., 2008) as well as in experimental models (Mathieu et al., 2008; Kervyn et al., 2009). Mathieu et al. (2008) suggest that this morphology is also compatible with the viscous indenter theory: the small shear zones produced by the propagation of the magma in its host rock control the oblique propagation of the dyke tip.

These V-shaped shear bands, however, were not systematically observed. Fig. 6b1–b3 shows an example where no stretching or shear deformation is measured at the dyke tip. One can notice that the morphology of this dyke is straighter than that of the dyke of Fig. 6a. In this case, the dyke may grow by hydrofracturing the country rock without plastic shear deformation. Mathieu et al. (2008) also suggested that both hydraulic and shear-related intrusions propagation could operate in the same time. Nevertheless, it is possible that shear deformation occurred, but being so small that it cannot be detected by PIV analysis.

4.3. Shallow dyke propagation

The transition between stage 1 (vertical growth) and stage 2 (inclined propagation) occurred 9–5 cm depth below the surface (Fig. 2). This two-stage evolution has been observed in the experiments of Mathieu et al. (2008), Galland et al. (2009) and Galland (2012). If stage 1 in both Type A and Type B experiments is identical, stage 2 for each experiments type substantially differ. The following paragraphs discuss these differences.

Type A intrusion is characterized by the progressive rotation of the vertical dyke at a critical depth ranging between 7 and 9 cm (Figs. 2a1–a3, 4). In Figs. 4 and 7a1 and a2, the displacements indicate a zone of opening in front of the dyke tip and in the same direction as that of the dyke, the displacement vectors being perpendicular to the dykes (Fig. 7a3). Fig. 7a2 shows that no major shear zone formed at the vicinity of the dyke when the transition between stage 1 and stage 2 occurred. Therefore, the rotation of the dyke to inclined sheet was not controlled by structures like faults. Mathieu et al. (2008) proposed that the inclined sheets that form cup-shaped intrusions developed at a critical depth, above which shear failure at the tip of the dyke becomes reverse. Nevertheless, Fig. 6 shows that local V-shaped reverse shear deformation was recorded well before the formation of an inclined sheet, and thus cannot explain the rotation of the dyke tip.

We propose instead that the formation of the inclined sheet resulted from stress rotation. Stress rotation occurring around shallow magma intrusions is a well-known phenomenon, which is involved in the formation of, e.g. cone-sheets around punctual, spherical (Anderson, 1936; Mogi, 1958; Gudmundsson, 2006) and elongated overpressured magma reservoirs (Koide and Bhattacharji, 1975), and cracks (Pollard, 1973; Bonafede and Danesi, 1997; Gudmundsson and Loetveit, 2005). Such stress rotation due to the near free surface also explains the formation of (1) en-échelon dykes segments (Pollard et al., 1982) and (2) saucer-shaped sills (Malthe-Sørenssen et al., 2004; Goult and Schofield, 2008; Polteau et al., 2008; Galland et al., 2009; Galerne et al., 2011). Stress rotation occurs at shallow levels, as it becomes easier for the dyke to lift up its overburden rather than pushing its host laterally.

Once the inclined sheet initiated, we observed that the mechanical system gradually developed significant asymmetry. The surface uplift moved towards the direction of the inclined sheet (Fig. 3a). Surface uplift subsequently became asymmetrical, with the steepest slope being on the external edge of the uplifted area, upon the tip of the propagating inclined sheet. During the final stage of type A experiments, the differential uplift associated with the steepest slope of the uplifted area was such that it triggered the formation of a reverse shear band, which was subsequently infiltrated by the Golden syrup (Fig. 7b1–b3). At this stage, the mode of propagation is not hydraulic fracturing any more, but shearing and then infiltration. The sheets appear more regular and we noticed an acceleration of the magma ascent. The development of such asymmetry during type A experiments is compatible with the growth of a mechanical instability. This hypothesis is in good agreement with the stability analysis developed by Bunner (2005), which explained the asymmetrical development of near-surface fractures.

In our experiments, stress rotation may be favoured by the boundary conditions. Indeed, our models are subjected to gravity but not to tectonic stresses, such that the initial stress field is close to isotropic. The only additional loading is the fluid pressure in the vertical dyke. It is equivalent to a ‘line load’ which commonly produces a radial stress distribution (Johnson, 1985). Deviation from the vertical may be probably triggered by small heterogeneities in the properties of the material. In nature, additional extensional tectonic stresses or stresses due to surrounding inflating magma chamber may provide stronger anisotropic stress field which may prevent stress rotation and favour the formation of purely vertical dykes (Geshi et al., 2010, 2012).

Intrusions of type B experiments showed a drastically different evolution during stage 2 (Fig. 8). In contrast with Type A experiments, we observed that stage 2 in Type B experiments started when the dyke tip intersected with the trace of a shear zone (Fig. 8a2), which formed at the end of stage 1. Note that this
shear zone was the prolongation at depth of a surface open fracture, which propagated downward while the dyke was intruding (Fig. 8a3). Such downward open fracture opening is similar to that described by Tentler (2005) in the rift of Iceland. Subsequently, the dyke followed the trace of the shear zone, then the open crack, until eruption (Fig. 8b3). This result shows that plastic deformation, and especially faults, in the host rock can substantially control the propagation of dykes. This is in good agreement with the observations of Tentler (2005) and Valentine and Krogh (2006), which show that dykes can follow normal faults.

Our results suggest that significant plastic deformation can be generated by the emplacement of sheet intrusions. This effect has usually not been taken into account in former numerical and analytical models of near-surface dyke intrusion, in which elasticity only is considered (Pollard and Johnson, 1973; Pollard and Holzhausen, 1979; Fialko, 2001; Fialko et al., 2001; Gudmundsson, 2002; Mathe-Sørensen et al., 2004; Gouly and Schofield, 2008). Seismic data across sill complexes, however, show that the seismic reflectors upon the tips of the sills are offset, suggesting that plastic deformation plays a significant role in the vicinity of magma intrusions (Hansen and Cartwright, 2006; Kavanagh and Sparks, 2011). Plastic deformation was also invoked to explain the formation of cone-sheets (Phillips, 1974) and the initiation of cup-shaped structures at shallow depth in the experiments of Mathieu et al. (2008).

Type B experiments show that the main shear zones that form as a result of the intrusion of a dyke accommodate reverse shear (Figs. 5 and 8). We also observed that as soon as the dyke tip intersected one of the shear zones, the uplift became restricted to the block separated by the two open fractures, and suddenly accelerated (Fig. 5). This confirms that the model magma pushed its overburden upward, and did not produce normal faults and subsidence. Subsequently, the model magma intruded along one side of the block, pushed it laterally and triggered the closing of the conjugate open crack on the opposite side of the block (Fig. 8b3). Our observations are in good agreement with the field data of Gudmundsson et al. (2008), who described large reverse slip on faults near vertical feeder dykes in rift-zone grabens. Numerical models predicted such slips and also the closure of crack and pre-existing faults (Gudmundsson and Loetveit, 2005).

4.4. Surface deformation

Our 2D apparatus allowed us to compare the evolution of the model surface deformation and the associated intruding dyke (Fig. 3). In both Type A and Type B experiments, the two-stage evolution of the maximum uplift was perfectly correlated with the two-stage evolution of the underlying intrusions. In addition, the evolutions of the maximum uplift during stage 2 of Type A and Type B experiments were different. This difference reflected the distinct mechanisms of magma emplacement. This shows that the intrusion mechanism plays a major role on surface deformation. In volcanic systems, however, only the shape of the intrusions and the magma pressure are considered for inverting surface deformation data (Amelung et al., 2000; Fialko and Simons, 2001; Fukushima et al., 2005, 2010; Battaglia et al., 2006; Pedersen and Sigmundsson, 2006; Wright et al., 2006; Chang et al., 2007; Grandin et al., 2010a, 2010b; Woo and Kilburn, 2010). Therefore, considering the mechanics of magma intrusion is necessary to interpret surface deformation in active volcanoes.

Our experiments also showed that the surface deformation in Type A experiments evolved from symmetrical to asymmetrical (Fig. 3a). This asymmetry directly reflected the asymmetrical development of the underlying intrusion. Notably, the steepest slope of the model surface is located right above the tip of the intrusion, i.e. the shallowest part. Analyzing the asymmetry of the surface deformation is thus crucial for detecting the shallow parts of the intrusions. Such an analysis can thus be used as a tool for predicting where the magma rises to the surface, and so where it is likely to erupt. Thus the result supports that of Galland (2012), which 3D models show that asymmetric development of the ground deformation pattern corresponded with the asymmetric geometry of the underlying intrusion. It could also be used to characterize better the surface deformations induced by a magma interacting with heterogeneities, mechanical discontinuities (faults) and mechanical layering.

5. Conclusions

In this paper, we present results of laboratory experiments that simulate shallow dyke emplacement. The experimental setup allows us to monitor through time (1) the morphology of the
dyke, (2) the deformation field around the dyke, and (3) the surface deformation associated with the dyke. The main conclusions of our study are summarized by the following points:

1. Some surface deformation data are compatible with Linear Elastic Fracture Mechanics theory of dyke propagation (tensile fractures at the surface). But most of our strain results in the host rock suggest that dykes propagate as viscous indenters. If this is the case, plastic deformation at the vicinity of dyke tips plays a major role in dyke propagation.

2. Intruding dykes trigger surface uplift. The uplifted area narrows when the dyke propagates towards the surface. Consequently, open fractures dissect the model surface due to outer-arc stretching. At depth, uplift is accommodated either by diffuse deformation or localized small amplitude reverse shear zones.

3. Dyke emplacement occurred in two stages: (1) at depth, dyke propagates upward vertically; and (2) from 9.5 cm depth below the surface, dyke is deflected from its vertical trajectory.

4. This second stage shows two different behaviours (Types A and B) of the dykes. Type A corresponds to gradual rotation of the dyke tip. Such rotation results from stress rotation due to the near-free surface and the absence of tectonic stress. Type B results from the interaction between the dyke tip and a reverse fault formed during Stage 1 of the experiment. Here, the dyke propagation is controlled by the fault trajectory. Note that both Types A and B occur in experiments with identical initial and boundary conditions.

5. The evolution of surface deformation is perfectly correlated with the dynamics of dyke intrusion at depth. The two stages of dyke propagation resulted in different uplift rates, and the distinct types of intrusions produced contrasting uplift patterns. This shows that the mechanism of dyke propagation plays a major role on surface deformation. Effects of mechanical layering on the path of hydrofractures and on surface deformation will be tested in future experiments.

6. Our results are very comparable to those obtained in 3D experimental modelling. The experiments were done in the same conditions will be necessary to quantify precisely this effect.
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