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CHAPTER I

Introduction

Future wireless systems may change the way people communicate, shop and work significantly by establishing ubiquitous communication among people and devices. For example, globalization of business will be realized by trading among companies located at different countries via internet; distance education enables students and teachers to communicate through information technology without the necessity for the students and teachers to be physically in same location and time; mobile access to work environment will allow people to work anywhere in the world. These goals will be fulfilled by interconnecting any devices at anywhere and anytime through wired and wireless communication.

A lot of challenges have not been solved in implementing the future wireless systems. Some of them are:

• Channel and network characteristics are random and time varying.

• Because most devices are battery powered and the energy of a battery is a limiting resource, energy efficient network techniques are crucial to design of a network system to meet some performance criteria.

• In order to have seamless communication between all existing different wired and wireless communication protocols, vertical handoff algorithms need to be
developed.

- Advanced coding schemes and multiple antenna systems are indispensable and an intelligent controller for radio resources is still missing.

In this thesis, we will concentrate on discussing the issue of energy efficiency. To combat severe channel conditions of wireless networks compared to wired networks, we need more energy in packet transmission to decrease packet error probability. On the other hand, if less energy is used, the loss of data packets could increase the delay to transmit a packet successfully. For instance, decreasing the transmission delay by increasing the transmission rate often results in less energy efficiency. Therefore, the requirements for optimizing performance are often contradictory and there is a fundamental tradeoff between energy and delay. These two factors are crucial in designing an energy efficient wireless network. In the rest of this thesis, we will determine the tradeoff between energy and delay analytically.

1.1 Wireless Network Architectures and Protocol Layers

We will describe briefly network architectures and the wireless protocol stack.

1.1.1 Wireless Network Architectures

There are two different network architectures: infrastructure and ad hoc networks. A wireless network in which stations communicate with each other by first going through an access point (AP) is called an infrastructure network. In an infrastructure network, wireless stations can communicate with each other or can communicate through a wired network with other stations not in radio range. A set of wireless stations which are connected to an AP is referred to as a basic service set (BSS). Most corporate wireless local area networks (LANs) operate in infrastructure mode.
because they require access to the wired LAN in order to use services such as file servers or printers. Fig. 1.1 shows an infrastructure network. The big circle around each AP represents the communication range of each AP.

A wireless network in which stations communicate directly with each other, without the use of an AP is called a network with *ad hoc* mode. An *ad hoc* network architecture is also referred to as peer-to-peer architecture or an independent basic service set (IBSS). *Ad hoc* networks are useful in cases that temporary network connectivity is required, and are often used for battlefields or disaster scenes. Fig. 1.2 shows an *ad hoc* network.

### 1.1.2 Protocol Layers

The concepts of protocol layering provides a basis for knowing how a complicated set of protocols cooperate together with the hardware to provide a complete wireless network system. Although new protocol stacks such as the infrared data association (IRDa) protocol stack for point-to-point wireless infrared communication and
Figure 1.2: An *ad hoc* network. Each station communicates mutually without the help of AP.

Table 1.1: The OSI network’s seven-layer model.

<table>
<thead>
<tr>
<th>Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application and Services layer</td>
</tr>
<tr>
<td>Presentation layer</td>
</tr>
<tr>
<td>Session layer</td>
</tr>
<tr>
<td>Transport layer</td>
</tr>
<tr>
<td>Network layer</td>
</tr>
<tr>
<td>Data link layer</td>
</tr>
<tr>
<td>A. Logical control sublayer</td>
</tr>
<tr>
<td>B. Media access control sublayer</td>
</tr>
<tr>
<td>Physical layer</td>
</tr>
</tbody>
</table>

The wireless application protocol (WAP) Forum protocol stack for building more advanced services have been proposed for wireless networks [2, 1], we will concentrate our discuss on the traditional OSI protocol stack. There are seven layers regulated by OSI, shown in Table 1.1.

**Physical Layer:**

The physical layer (PHY) is made up by radio frequency (RF) circuits, modulation, and channel coding systems. The major functions and services performed by the physical layer are:

- establishment and termination of a connection to a communications medium;
conversion between the representation of digital data in user equipment and the corresponding signals transmitted over a communications channel.

Data Link Layer:

The function of data link layer is to establish a reliable logical link over the unreliable wireless channel. The data link layer is responsible for security, link error control, transferring network layer packets into frames and packet retransmission. The media access control (MAC), a sublayer of data link layer is responsible for the task of sharing the wireless channel used by stations in the network.

Network Layer:

The task of network layer is to rout packets, establish the network service type (connectionless vs. connection-oriented), and transfer packets between the transport and link layers. In the scenario of mobility of stations, this layer is also responsible for mobility management.

Transport Layer:

The transport layer provides transparent transfer of data between hosts. It is usually responsible for end-to-end error recovery and flow control, and ensuring complete data transfer. In the Internet protocol suite this function is achieved by the connection oriented transmission control protocol (TCP). The purpose of the transport layer is to provide transparent transfer of data between end users, thus relieving the upper layers from any concern with providing reliable and cost-effective data transfer.

Session Layer:

The session layer sets up, coordinates, and terminates conversations, exchanges, and dialogs between the applications at each end. It deals with session and connection coordination.

Presentation Layer:
The presentation layer converts incoming and outgoing data from one presentation format to another.

**Application and Services Layer:**

Source coding, digital signal processing (DSP), and context adaption are implemented in this layer. Services provided at this layer depend on the various users requirements.

Layered architectures have been used in most data networks such as Internet. Since all layers of the protocol stack affect the energy consumption and delay for the end-to-end transmission of each bit, an efficient system requires a joint design across all these layers. In this thesis, we focus on the lowest two layers of OSI seven layer architecture mentioned in Sec. 1.1.2. In the rest of section, we are going to determine the tradeoff between energy and delay in wireless networks taking into account the data link and physical layers.

**1.2 Motivation**

Time varying channels (e.g., multipath fading, shadowing) are often encountered in wireless and mobile systems. Given the energy used per information bit, a wireless communication system adopting forward-error-correction (FEC) can provide higher protection with lower code rate. However, a system with lower code rate needs longer delay to transmit the same information packet due to the fixed bandwidth. If we want to decrease the delay to transmit the same information packet, the system requires higher energy per information bit to achieve the same reliability as a system with lower code rate. Another example is shown in Fig. 1.3. The horizontal axis represents the system time and the vertical axis indicates the signal-to-noise ratio (SNR) of the channel. We plot a channel SNR realization with respect to the system
time in Fig 1.3. In Fig. 1.3(a), the transmitter waits until the channel SNR becomes high before transmissions. In this case, the system will spend large delay to finish transmission. In Fig. 1.3(b), the transmitter transmits immediately even when the channel SNR is low. However, the transmitter needs to spend more energy in transmission in order to keep the same reliability as in the previous case. Therefore, there is a fundamental tradeoff between energy and delay of a wireless communication system.

![Diagram](image)

Figure 1.3: The illustration of fundamental tradeoff between energy and delay.

Hidden stations in a wireless network refer to stations which are out of the communication range of other stations. Take a physical star topology with an AP with many stations surrounding it in a circular fashion; each station is within communication range of the AP, however, not each station can communicate with each other. For example, it is likely that the station at the far edge of the circle can access the AP since the distance between the station and AP is less than the communication
range, say $r$, but it is unlikely that the same station can detect a station on the opposite end of the circle because the distance between these two stations exceeds the communication range $r$. These two stations are known as hidden stations with respect to each other. Fig. 1.4 illustrates the hidden stations problem of a wireless network. Hidden stations problem leads to difficulties in media access control.

Figure 1.4: The hidden stations problem. Station A and B are hidden station of each other.

In order to solve the problem of hidden stations [33], which occurs when some stations in the network are unable to detect each other, the 802.11 protocol uses a mechanism known as request-to-send/clear-to-send (RTS/CTS). Before transmitting the data packet, the source station sends a request-to-send (RTS) packet. If the RTS packet is received correctly at the destination station (there is no collision with other RTS packets sent by other competing stations and the receiver correctly decodes the packet) the destination station broadcasts a clear-to-send (CTS) packet. If the CTS packet is successfully received by the source station, the channel reservation is successful and the source station will begin to send data and wait for the acknowledgement (ACK) packet. The source station detects an unsuccessful channel reservation by the lack of a correct CTS packet. The MAC protocol investigated in
this thesis is RTS/CTS protocol adopted in IEEE 802.11 standard.

It is a well known fact that a packet with more redundant bits have smaller error probability. This means that longer packets can be transmitted successfully with lower energy demand. However, longer packets require larger delay to transmit. In order to determine the tradeoff between energy and delay of a wireless system, we need to have a relation between error probability, energy and delay for each type of packet in the system. In this thesis, we will use the reliability function bounds for a channel to determine the packet error probability. Let $K$ be the number of information bits in a packet and $N$ be the number of coded symbols for this packet. Then there exists an encoder and decoder for which the packet error probability $P_{e, K, N}$ is bounded by

$$P_{e, K, N} \leq 2^{K - NR_0},$$

where $R_0$ is the cutoff rate determined by channel characteristics. For an additive white Gaussian noise (AWGN) channel using binary input the cutoff rate is $R_0 = 1 - \log_2(1 + e^{-E_c/N_0})$, where $E_c/N_0$ is the received signal-to-noise ratio per coded symbol.

1.3 Literature Review for IEEE 802.11 DCF Analysis

We will begin with a brief introduction of IEEE 802.11 protocol followed by reviewing literatures about its analysis. The IEEE 802.11 protocol for wireless LANs is a multiple access technique based on carrier sense multiple access/collision avoidance (CSMA/CA). The basic operation of this protocol is described as follows. A station with a packet ready to transmit listens the activity of transmission channel. If the channel is sensed idle, the station captures the channel and transmits data packets. Otherwise, the station defers transmission and keeps in the backoff state. There are
two basic techniques to access the medium. The first one is called distributed coordination function (DCF). There is no centralized coordinator in the system to assign the medium to the users in the network. This is a random access scheme, based on the CSMA/CA protocol. Whenever the packets collide or have errors, the protocol adopts a random exponential backoff scheme before retransmitting the packets. Our work is based on using DCF to access the medium. Another medium access method is called point coordinator function (PCF) to implement medium access control. There is a centralized coordinator to provide collision free and time bounded services.

Because the analysis of network performance in this thesis is based on Bianchi’s distributed coordination function (DCF) analysis, we will give a literature review of papers which use Bianchi’s DCF analysis in this section for comparison. From these papers, we classify them into three categories. The first category is to use Bianchi’s model to perform the cross-layer analysis (PHY and MAC). The second category is to use Bianchi’s model to perform the priority and scheduling analysis. We put other applications in the third category due to their variety. Some use Bianchi’s model to improve channel utilization and some modifies Bianchi’s model to consider non-saturation traffic scenario. We will begin with the first category.

### 1.3.1 PHY and MAC Cross-layer Analysis

In [24], a theoretical cross-layer saturation goodput model for the IEEE 802.11a PHY layer and DCF basic access scheme MAC protocol is developed. The proposed analytical approach relates the system performance to channel load, contention window (CW) resolution algorithms, distinct modulation schemes (BPSK and QPSK), FEC schemes (convolutional code), receiver structures (maximum ratio combining) and channel models (uncorrelated Nakagami-m fading channel). In [32], the authors study the impact of frequency-nonselective slowly time-variant Rician fading chan-
nels on the performance of single-hop *ad hoc* networks using the IEEE 802.11 DCF in saturation. They study the throughput performance of the four-way handshake mechanism under direct sequence spread spectrum (DSSS) with differential binary phase shift keying (DBPSK) modulation.

In an *ad hoc* network, it is important that all stations are synchronized to a common clock. Synchronization is necessary for frequency hopping spread spectrum (FHSS) to ensure that all stations hop at the same time; it is also necessary for both FHSS and direct sequence spread spectrum (DSSS) to perform power management. In [25], the authors evaluate the synchronization mechanism, which is a distributed algorithm, specified in the IEEE 802.11 standards. By both analysis and simulation, it is shown that when the number of stations in an IBSS is not very small, there is a non-negligible probability that stations may get out of synchronization. The more stations, the higher probability of asynchronism. Thus, the current IEEE 802.11s synchronization mechanism does not scale; it cannot support a large-scale *ad hoc* network. To alleviate the asynchronism problem, this paper also proposes a simple modification to the current synchronization algorithm. The modified algorithm is shown to work well for large *ad hoc* networks.

In [46], a cross-layer analytical approach from both the PHY layer and the MAC layer to evaluate the performance of the IEEE 802.11 is developed. From the PHY layer, this analytical approach incorporates the effects of both capture and directional antenna, while from the MAC layer, the model takes account of the CSMA/CA protocol. Through a cross-layer modelling technique, this analytical framework can provide valuable insights of the PHY layer impact on the throughput performance of the CSMA/CA MAC protocol. These insights can be helpful in developing a MAC protocol to fully take advantage of directional antennas for enhancing the
performance of the WLAN. In [36], the proposed model computes its saturation throughput by relating to the positions of the other concurrent stations. Further, this model provides the total saturation throughput of the medium. They solve the model numerically and show that the saturation throughput per station is strongly dependent not only on the stations position but also on the positions of the other stations.

1.3.2 Priority and Scheduling Analysis

In [28, 29], the authors develop two mechanisms for QoS communication in multi-hop wireless networks. First, they propose distributed priority scheduling, a technique that piggybacks the priority tag of a stations head-of-line packet onto handshake and data packets; e.g., RTS/DATA packets in IEEE 802.11. By monitoring transmitted packets, each station maintains a scheduling table which is used to assess the station’s priority level relative to other stations. They then incorporate this scheduling table into existing IEEE 802.11 priority back-off schemes to approximate the idealized schedule. Second, they observe that congestion, link errors, and the random nature of medium access prohibit an exact realization of the ideal schedule. Consequently, they provide a scheduling scheme named multi-hop coordination so that downstream stations can increase a packets relative priority to compensate for excessive delays incurred upstream. From these aspects, the authors develop an analytical model to quantitatively explore these two mechanisms according to the model of Bianchi. In the former mechanism, they study the impact of the probability of overhearing another packets priority index. In the latter mechanism, the proposed analytical model is provided for multi-hop coordination and it is used to compare the probability of meeting an end-to-end delay bound over a multi-hop path with and without coordination.
In [31], the authors develop a model-based frame scheduling scheme, called MFS, to enhance the capacity of IEEE 802.11-operated wireless LANs. In MFS each station estimates the current network status by keeping track of the number of collisions it encounters between its two consecutive successful frame transmissions, and, based on the estimated information, computes the current network utilization. The result is then used to determine a scheduling delay that is introduced (with the objective of avoiding collision) before a station attempts for transmission of its pending frame. In order to accurately calculate the current utilization in WLANs, they develop an analytical model that characterizes data transmission activities in IEEE 802.11-operated WLANs with/without the RTS/CTS mechanism, and validate the model with ns-2 simulation.

In [7], a number of service differentiation mechanisms have been proposed for, in general, CSMA/CA systems, and, in particular, the 802.11 enhanced DCF. An effective way to provide prioritized service support is to use different inter frame spaces (IFS) for stations belonging to different priority classes. This paper proposes an analytical approach to evaluate throughput and delay performance of IFS based priority mechanisms for different priority classes. This work extends previous work of Bianchi by adding a further state to model different IFS for different priority classes. However, the model does not rely on traditional multi-dimensional Markov chains because the crucial assumption of a constant probability to access the channel in a given time slot is not always correct. For an example, the model fails when the difference between the IFS of two classes is greater than the minimum contention window.
1.3.3 Other Research

In [43], the authors analyze the performance of channel utilization, based on data burst transmissions, supported by the emerging IEEE 802.11e. They develop an analytical framework to evaluate the impact of different access modes (i.e., 2-way/4-way handshaking) and acknowledgment policies (i.e., immediate/block ACK) on the overall system performance. Through the analytical modelling, they show that, given a data packet size and a retransmission limit, the access mode and the ACK policy have a great impact on the overall system throughput, and some optimizations are possible. For example, they show that the block ACK is generally not useful for low data rates and low value for retransmission limit, while it is very attractive for high data rate transmissions. Another interesting conclusion is that the optimal selection between immediate and block ACK does not depend on the number of contending stations. They quantify these comparisons by providing the efficiency thresholds needed to select the best possible mechanism. Finally, they discuss the role of the block ACK protection mechanisms, i.e., of the HOB (head of burst) immediate ACK.

Most of analytical models proposed so far for EEE 802.11 DCF focus on saturation performance. In [41, 30], the authors develop an analytic model for unsaturation throughput evaluation of 802.11 DCF, based on Bianchi’s model. The model explicitly takes into account both the carrier sensing mechanism and an additional backoff interval after successful frame transmission, which can be ignored under saturation conditions. Expressions are also derived by means of the equilibrium point analysis in [41]. In [19], a model is proposed to predict the throughput, delay and frame dropping probabilities of the different traffic classes in the range from a lightly loaded, non-saturated channel to a heavily congested, saturated medium. Furthermore, the model describes differentiation based on different AIFS-values (Arbitration
Inter Frame Space), in addition to the other adjustable parameters (i.e. window-sizes, retransmission limits etc.) also encompassed by previous non-saturated models. AIFS differentiation is described by a simple equation that enables access points to determine at which traffic loads starvation of a traffic class will occur.

In [52], the authors propose a new contention algorithm called parallel contention algorithm that divides the subcarriers into multiple groups to reduce the contention time. They analyze the proposed scheme by extending the Markov chain model and verify the accuracy of the analysis through the simulations. The protocol performs well especially when the transmission speed and the number of users are getting higher, thereby achieving a better performance improvement ratio than the original IEEE 802.11a standard.

1.4 Thesis Contributions and Outline

The most important contribution of this thesis is to represent the operation of a system by a state diagram and use the generating function approach to derive its energy and delay consumption. The goal of this thesis is to investigate the energy and delay tradeoff of a wireless communication system. In the first part of this thesis, we will concentrate on communication networks, and in the second part of this thesis, we will study a single link wireless ARQ communication system.

Previous research on performance evaluation of 802.11 has been carried out by two methods. Crow [18], [6] and Weinmiller et al. [48] used computer simulations to evaluate the network throughput. In [23, 17, 11], the system performance was evaluated by an analytical model. Bianchi [5] used a simple but accurate model that characterizes the random exponential backoff protocol. These papers did not incorporate channel noise in the analysis, which is an important factor in wireless network.
Although Hadzi-Velkov and Spasenovski [22] considered the effects of packet errors in the analysis, they did not relate the packet error probability to the energy used and the number of redundant bits used for error control coding. We extend the results from Bianchi [5] and Hadzi-Velkov [22] by considering the effects packet errors in the analysis. In their original work, they did not relate the packet error probability to the energy used and the number of redundant bits used for error control coding. The motivation for this thesis is to understand the role energy and codeword length (number of redundant bits) at the PHY layer have on the total energy and delay of the network. We propose a state diagram representation the operation of the MAC layer and obtain the joint generating function of the energy and delay by incorporating the effects of the PHY layer. Next, we optimize numerically over the code rate for each type of packet to minimize the average transmission delay. We use the random coding bound to represent the packet error probability as a function of the delay and energy. By changing the signal-to-noise ratio, the energy-delay tradeoff curves for minimum delay are obtained. Finally, we propose an approximation method to express the energy-delay tradeoff curves analytically and show the proposed approximation is extremely accurate especially when the number of information bits per packet is large.

Another contribution of this thesis is to apply our proposed generating function method to the analysis and design of other wireless network protocols. The first proposed protocol is an energy adaptation scheme with original IEEE 802.11 protocol in which the transmitter will increase the energy level per coded symbol whenever it suffers an unsuccessful transmission. The numerical results show that the proposed protocol can improve system performance significantly when the channel condition is bad. By using Reed-Solomon codes we can optimize the system performance over
the code rate and energy per coded bit. Although the packet error probabilities are evaluated with Reed-Solomon codes over an additive white Gaussian noise (AWGN) channel, the framework of our analysis can be used for other coding and modulation schemes over various wireless channels. Finally, we also compare the system performance between Reed-Solomon codes and convolutional codes. The second proposed protocol is an ARQ mechanism for data packets transmission with 802.11 protocol. The motivation of this analysis is to demonstrate that the generating function approach can be applied to analyze more function layers jointly by including the analysis of logical link control (LLC) sublayer into the original protocol (MAC and PHY layers only). The numerical results show that the IEEE 802.11 original protocol and the proposed one have almost identical performances and are equally sensitive to the knowledge of the channel quality at the transmitter.

For wireless ARQ systems, we extend the traditional Markov chain model for the channel state as well as the transmitter state [13] by using a state diagram that takes into account the states of transmitter, receiver and channel jointly. The states of the transmitter can be used to model the different packet lengths adopted by the transmitter and the states of the receiver can be utilized to model the receiver memory content [27]. From the system state diagram, we are able to characterize the joint energy and delay distribution of the system incorporating physical layer characteristics (packet error probability as a function of energy and delay) through generating function approach. The effect of transition probability which depends on the packet length is also investigated. As the numerical results demonstrate, the time-varying characteristics of the channel have a great influence on system performance especially at low channel SNR.

The outline of the rest of the thesis is as follows. In Chapter 2, we will use the
proposed generating function method to analyze the energy and delay consumption of wireless networks and discuss the tradeoff between energy and delay. The application of generating function method in designing and analyzing other wireless network protocols are presented in Chapter 3. In Chapter 4, we give the analysis of energy and delay expense for ARQ systems over time varying channels and derive the cutoff rate for different memory receiver structure. Finally in Chapter 5, we briefly summarize the conclusions from the thesis and suggest possible future research directions.
2.1 Introduction

Recently there has been considerable interest in the design and performance evaluation of wireless local area networks (WLANs). Some WLANs must operate solely on battery power. In such cases it is important to consider energy consumption in the system design and analysis. It is possible to reduce energy consumption by increasing delay incurred. Two critical components of a wireless network are the medium access control (MAC) protocol and the physical layer (PHY). The MAC protocol resolves conflicts between users attempting to access the channel. Generally users make reservations for transmissions in a decentralized way. Thus there is some amount of delay in accessing the channel and there is energy used in reserving the channel. An important component of the PHY layer is forward error control coding, which mitigates the effect of channel noise at the receiver. By transmitting redundant bits in addition to information bits, error control coding reduces the energy needed for transmission at the expense of increased delay.

There are many MAC protocols that have been developed for wireless voice and data communication networks. Typical examples include the time-division multiple access (TDMA), code-division multiple access (CDMA), and contention-based
protocols such as IEEE 802.11 [3], [4]. In this paper, we adopt the MAC protocol used in the 802.11 standard. There are two basic techniques to access the medium in the 802.11 standard. The first one called the distributed coordination function (DCF), is employed when there is no centralized coordinator in the system to assign the medium to users in the network. The DCF is a random access scheme, based on carrier sense multiple access with collision avoidance (CSMA/CA). When packets collide or have errors, the transmitter performs a random backoff before retransmitting the packets. Another MAC method in the 802.11 standard called point coordinator function (PCF), is used when there is a centralized coordinator to coordinate the access of the medium. In this paper we focus on the DCF protocol for accessing the medium.

In order to combat the problem of hidden terminals [33], which occurs when some stations in the network are unable to detect each other, the 802.11 protocol uses a mechanism known as request-to-send/clear-to-send (RTS/CTS). Before transmitting the data packet, the source station sends a request-to-send (RTS) packet. If the RTS packet is received correctly at the destination station (there is no collision with other RTS packets sent by other competing stations and the receiver correctly decodes the packet) the destination station broadcasts a clear-to-send (CTS) packet. If the CTS packet is successfully received by the source station, the channel reservation is successful and the source station will begin to send data and wait for the acknowledgement (ACK) packet. The source station detects an unsuccessful channel reservation by the lack of a correct CTS packet.

Many previous research on performance evaluation of 802.11 has been based on an analytical model proposed by Bianchi [5]. Bianchi used a simple but accurate model that characterizes the random exponential backoff protocol. In [22, 46, 32, 24], the
authors used Bianchi’s model to perform the cross-layer analysis (PHY and MAC). For example, a theoretical cross-layer saturation goodput model for the IEEE 802.11a PHY and MAC layers was developed in [24]. The proposed analytical approach relates the system performance to channel load, contention window (CW) resolution algorithms, distinct modulation schemes (BPSK and QPSK), FEC schemes (convolutional code), receiver structures (maximum ratio combining) and channel models (uncorrelated Nakagami-m fading channel). In [28, 29, 7, 31], the authors adopted Bianchi’s model to perform the priority and scheduling analysis. For example, in [7], a number of service differentiation mechanisms have been designed for CSMA/CA systems, and, in particular, the 802.11 enhanced DCF. The authors proposed an effective way to provide prioritized service support by using different inter frame spaces (IFS) for stations belonging to different priority classes. Although some of the above papers considered the effects of packet errors in the analysis, they did not relate the packet error probability to the energy used and the number of redundant bits used for error control coding. The motivation for this paper is to understand the role of energy and codeword length (number of redundant bits) at the PHY layer have on the total energy and delay of the network. The contributions in this chapter are as follows:

1. We propose a state diagram representing the operation of the MAC layer and obtain the joint generating function of the energy and delay by incorporating the effects of the PHY layer. This is a universal approach and could be applied to other MAC protocols.

2. By taking the partial derivative for the joint generating of the energy and delay, we determine the average energy and delay of a successful packet transmission by taking the packet error probability into consideration. The results obtained
from the generating function approach will be agree with the results derived from the renewal cycle method proposed in [22].

3. We optimize numerically over code rate to have minimum average transmission delay over different packet by introducing the random coding bound to represent the packet error probability. By changing the signal-to-noise ratio, the energy-delay tradeoff curves for minimum delay are obtained.

4. We propose an approximation method to express the energy-delay tradeoff curves analytically. The comparison of the energy-delay tradeoff curves evaluated from this approximation method with the exact energy-delay tradeoff curves (from numerical optimization) indicates that this approximation method is extremely accurate especially when the number of information bits per packet is large.

The remainder of this chapter is organized as follows. In Section 2.2, we give a brief description for the protocol used in our analysis and introduce the system assumptions. In Section 2.3, we discuss our system state diagram and utilize it to derive the joint generating function of energy and delay. Then the average energy with outage delay constraint and average delay with outage energy constraint are analyzed with generating function. The proposed approximation method for energy-delay tradeoff curves is given in Section 2.4. We demonstrate that the energy and delay relationship with random coding under AWGN channel through numerical method in Section 2.5. Finally, Section 2.6 gives the conclusion and future research.

2.2 System Description

The wireless networks that we analyze here have the following network layer specifications. First, each station with a fixed position can hear (detect and decode) the
transmission of \( n - 1 \)\(^1\) other stations in the network. Second, stations always have a packet ready to transmit. Third, each station uses the 802.11 MAC protocol. At the PHY layer, a packet of \( K \) information bits is encoded into a packet of \( N \) coded symbols. It is assumed that the receivers have no multiple-access capability (i.e., they can only receive one packet at a time) and they cannot transmit and receive simultaneously. The packet error probability depends on the parameters \( K \), \( N \), and \( E_c/N_0 \), where \( E_c \) is the received coded symbol energy and \( N_0 \) is the one-sided power spectral density level of the thermal noise at the receiver.

In the following we give a brief description of the most salient features of the IEEE 802.11 MAC protocol (more details can be found in [3] and [4]). When a station is ready to transmit a packet, it senses the channel for DIFS seconds. If the channel is sensed idle, the transmission station picks a random number \( j \), uniformly distributed in \( \{0, 1, \ldots, W_i - 1\} \), where \( W_i = 2^i W \) is the contention window (CW) size, \( i \) is the contention stage (initially \( i = 0 \)), and \( W \) is the minimum CW size. A backoff time counter begins to count down with an initial value \( j \): it decreases by one for every idle slot of duration \( \sigma \) seconds (also referred to as the standard slot) as long as the channel is sensed idle, stops the count down when the channel is sensed busy, and reactivates when the channel is sensed idle again. The station transmits an RTS packet when the counter counts down to zero. After transmitting the RTS packet, the station will wait for a CTS packet from the receiving station. If there is a collision of the RTS packet with other competing stations or a transmission error occurs in the RTS or CTS packet, the transmitting station doubles the CW size (increases the contention stage \( i \) by one) and picks another random number \( j \) as before. If there are no collisions or errors in the RTS and CTS packets, the station

\(^1n - 1\) is the number of stations in the communication range of the reference station.
begins to transmit the data packet and waits for an acknowledgment (ACK) packet. However, if the data or the ACK packet is not successfully received, the CW size will also be doubled (the contention stage $i$ will increase by one) and the transmitting station will join the contention period again. The contention stage is reset ($i$ is set to zero) when the transmitting station receives an ACK correctly. A time diagram indicating the sequence of these events is depicted in Fig. 2.1. It is also noted that there is a maximum CW size (or equivalently, a maximum contention stage, $m$); when the transmitter is in this maximum stage and needs to join the contention period again, it does not increase further the CW, but picks a random number in $\{0, 1, \ldots, W_m - 1\}$.

### 2.3 Energy-Delay Analysis

In this section, we analyze the energy and delay characteristics of the wireless networks described above. The delay $T_d$ of each data packet is defined as the time duration from the moment the backoff procedure is initiated until DIFS seconds after the ACK packet is received correctly by the transmitting station, as shown in Fig. 2.1. Similarly, the energy $E_t$ is defined as the energy consumed by both transmitting and receiving stations in the duration of $T_d$. Without loss of the generality, for notational simplicity we assume that the propagation loss between transmitter and receiver is one (0 dB). We also assume that the propagation time is negligible. In this chapter, we only consider the energy consumption for packet transmission and omit the energy required for signal processing and channel sensing. The system parameter SIFS is defined as the time between the end of a packet reception, say RTS and the beginning of a packet transmission, say CTS. This time includes the time required for decoding a packet and other processing functions at the receiver.
2.3.1 Three Nonlinear System Equations

In order to analyze energy and delay relationships, we need to define two random processes to characterize the backoff counter state and the CW size. The first process $b(\tau)$ represents the backoff time counter for the reference station (this is the station for which we evaluate energy and delay). The second random process $s(\tau)$ is used to represent the CW stage $i \in \{0, 1, \ldots, m\}$ of the station at time $\tau$. In order to analyze the energy and delay characteristics it is sufficient to only consider the time instances the backoff counter (and CW stage) changes value. To this end we further define the discrete-time random processes $b_t = b(\tau_t)$ and $s_t = s(\tau_t)$, where $\tau_t$ is the time instance of the $t$-th change in value of $b(\tau)$. A realization of these random processes is shown in Fig. 2.2. In this realization, $b_3 = 4$ is the value of the counter just before being frozen and $b_4 = 3$ is the value of the counter after the channel has been sensed idle for DIFS seconds, and the counter becomes active again.
The first assumption made in this analysis is that the event of packet collision is independent of past collisions and thus independent of the contention stage. The second assumption is that the packet collision is identical for all states (values of $b_t$ and $s_t$) of a user. As verified in [5], these two assumptions are extremely accurate when the number of stations in the network is large (say greater then 10). As a result of the above assumptions, the two dimensional process $(s_t, b_t)$ is a discrete-time Markov chain. With the assumption that errors in transmission can occur only due to collisions, the one-step transition probabilities developed in [5] are given by

\[
P\{i, k \mid j, l\} = P\{s_{t+1} = i, b_{t+1} = k \mid s_t = j, b_t = l\}
\]

with

\[
P\{i, k \mid i, k + 1\} = \begin{cases} 
1, & 0 \leq k \leq W_i - 2, 0 \leq i \leq m \\
0, & \text{otherwise}
\end{cases} \tag{2.1a}
\]

\[
P\{0, k \mid i, 0\} = \frac{1 - p_c}{W_0}, \quad 0 \leq k \leq W_0 - 1, 0 \leq i \leq m \tag{2.1b}
\]

\[
P\{i, k \mid i - 1, 0\} = \frac{p_c}{W_i}, \quad 0 \leq k \leq W_i - 1, 1 \leq i \leq m \tag{2.1c}
\]

\[
P\{m, k \mid m, 0\} = \frac{p_c}{W_m}, \quad 0 \leq k \leq W_m - 1, \tag{2.1d}
\]
where $p_c$ is the conditional collision probability, i.e., the probability of a collision given a packet transmitted on the channel. The first equation in (3.1) corresponds to the decrement of the backoff counter at the beginning of each time slot. The second equation accounts for the fact that a new packet following a successful packet transmission starts at contention stage $i = 0$, and thus the backoff counter is initially uniformly chosen in the range of $\{0, 1, \ldots, W_0 - 1\}$. The other two cases describe the system evolution after an unsuccessful transmission. As described in the third equation, when an unsuccessful transmission occurs at contention stage $i - 1$, the contention stage increases and the backoff counter is initialized with a uniformly chosen value in the range $\{0, 1, \ldots, W_i\}$. Finally, the last case models the fact that the contention stage is not increased in subsequent packet transmissions when the contention window size reaches the maximum.

By modifying the Markov chain model described above, we can take into account packet errors as shown in Fig. 2.3. We denote the error probability of the four kinds of packets in the system as $P_{e,RTS}$, $P_{e,CTS}$, $P_{e,DT}$ and $P_{e,ACK}$. We assume that the channel is memoryless between packets. These probabilities depend on the particular channel, coding, modulation etc (a specific example will be given in Section 2.5). A successful packet transmission requires that the RTS, CTS, DT, and ACK packets are received correctly. Let $p_{ce}$ denote the probability of the complement of this event, i.e., collision in the RTS packet or error in any of the packets. This is also the transition probability from one contention stage to the next in the two-dimensional Markov chain, as shown in Fig. 2.3. Using similar assumptions as in [5] for the packet collision probability $p_c$, and since the events of packet collision and packet error are
Figure 2.3: Markov chain for backoff counter and contention window stage.
independent, the probability of $p_{ce}$ can be expressed as

$$p_{ce} = p_c + (1-p_c)[P_{e,RTS} + (1 - P_{e,RTS})P_{e,CTS} + (1 - P_{e,RTS})(1 - P_{e,CTS})P_{e,DT}$$

$$+ (1 - P_{e,RTS})(1 - P_{e,CTS})(1 - P_{e,DT})P_{e,ACK}].$$

(2.2)

Following the derivation in [5], we can evaluate the stationary probability $P(i, j)$ of each state $(i, j)$ of the Markov chain. Let $p_{tx}$ be the probability of a transmitting station sending an RTS packet during each backoff slots. The transmission probability $p_{tx}$ and the collision probability $p_c$ can be related as in [5]

$$p_{tx} \triangleq \sum_{i=0}^{m} P(i, 0) = \frac{2(1-2p_{ce})}{(1-2p_{ce})(W+1) + p_{ce}W(1-(2p_{ce})^m)} \quad (2.3)$$

$$p_{c} = 1 - (1 - p_{tx})^{n-1}. \quad (2.4)$$

From the above three nonlinear equations, (2.2)–(2.4), the probabilities $p_{ce}$, $p_{tx}$ and $p_c$ can be evaluated numerically. Another important probability that will be used in our analysis later is the probability of a transmission of an RTS packet from exactly one of the remaining $n-1$ stations given that at least one of the remaining stations is transmitting. It is denoted by $p_{tx1}$ and can be expressed as

$$p_{tx1} = \frac{(n-1)p_{tx}(1-p_{tx})^{n-2}}{p_c}. \quad (2.5)$$

2.3.2 Joint Generating Function of Energy and Delay

Our goal in this section is to obtain the joint generating function of energy and delay for a successful data packet transmission, which can be expressed as

$$G_s(X, Y) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} Pr(T_d = i\Delta_t, E_t = j\Delta_e)X^iY^j, \quad (2.6)$$

where $\Delta_t$, $\Delta_e$ are parameters that determine the resolution of our analysis (we choose $\Delta_t = T_b$ and $\Delta_e = E_c$ in the remaining part of our analysis). We further define the
quantities $N_{SIFS} = T_{SIFS}/\Delta_t$, $N_{DIFS} = T_{DIFS}/\Delta_t$, and $N_{\sigma} = \sigma/\Delta_t$, and make the additional assumption that $N_{SIFS}$, $N_{DIFS}$ and $N_{\sigma}$ are integers.

Based on the protocol description in Section 2.2, the state flow diagram shown in Fig. 2.4 can be obtained. Each transition from state $A$ to state $B$ in this diagram is labelled with the conditional joint generating function of the additional energy and delay incurred when the protocol makes a transition from state $A$ to state $B$. For
instance, the generating function $G_{rs}$ corresponding to a channel reservation success is

$$G_{rs}(X, Y) = (1 - p_c)(1 - P_{e,RTS})(1 - P_{e,CTS})X^{N_{RTS} + N_{CTS} + 2N_{SIFS}}Y^{N_{RTS} + N_{CTS}},$$

(2.7)

where $(1 - p_c)(1 - P_{e,RTS})(1 - P_{e,CTS})$ is the probability of not having a collision and having a correct reception of the RTS and CTS packets, $[N_{RTS} + N_{CTS} + N_{SIFS} + T_{DIFS}] \times T_b$ is the delay incurred during this transition, and $[N_{RTS} + N_{CTS}] \times E_c$ is the corresponding energy consumed. Similarly, the generating function $G_{ts}$ corresponding to a data packet transmission success once the channel is reserved can be expressed as

$$G_{ts}(X, Y) = (1 - P_{e,DT})(1 - P_{e,ACK})X^{N_{DT} + N_{ACK} + N_{SIFS} + N_{DIFS}}Y^{N_{DT} + N_{ACK}}.$$  

(2.8)

The generating functions associated with failure to either reserve a channel or to transmit a data packet are products of two generating functions. Each product contains a factor that is independent of the particular CW stage, and a factor that depends on the contention stage $i$. We first describe the factors that are independent of the CW stage. The generating function $G_{rf}$, corresponding to a channel reservation failure is given by

$$G_{rf}(X, Y) = [p_c + (1 - p_c)P_{e,RTS}]X^{N_{RTS} + N_{DIFS}}Y^{N_{RTS}} + (1 - p_c)(1 - P_{e,RTS})P_{e,CTS} \cdot X^{N_{RTS} + N_{CTS} + N_{SIFS} + N_{DIFS}}Y^{N_{RTS} + N_{CTS}},$$

(2.9)

the meaning of which is that a failure can be due to either a collision/RTS transmission error, or a CTS transmission error. Similarly, after reserving the channel, a data packet transmission failure is either due to a data packet transmission error, or
an acknowledgement packet transmission error, which is captured by the generating function $G_{tf}$ as follows

$$G_{tf}(X, Y) = P_{e, DT} X^{N_{DT} + N_{DIFS}} Y^{N_{DT}} + (1 - P_{e, DT}) P_{e, ACK} \cdot X^{N_{DT} + N_{ACK} + N_{SIFS} + N_{DIFS}} Y^{N_{DT} + N_{ACK}}.$$  \hfill (2.10)

We now evaluate the generating functions denoted by $G_{bs,i}$ of the state diagram. This generating function characterizes the delay for the transmitting station from the instant of starting the backoff procedure to the instant that the backoff counter reaches to zero at stage $i$. We do not need to consider energy consumption here since the reference station is not transmitting during this period. Thus, $G_{bs,i}$ is not a function of the variable $Y$. The probability of a busy slot due to the transmission of other stations is $p_c$ and this event is independent and identical for each slot from our previous assumptions. At contention stage $i$, the range of possible backoff slots is from 1 to $2^i W$. Let $j$ be the backoff slot chosen uniformly from the above range. The number of the occupied slots in these $j$ slots is binomially distributed with parameters $(j, p_c)$. Hence, the generating function, $G_{bs,i}$, is

$$G_{bs,i}(X) = \sum_{j=1}^{2^i W} \frac{1}{2^i W} \sum_{k=0}^{j} \binom{j}{k} [(1 - p_c) X^{N_{RTS}}]^{j-k} (p_c G_{oc}(X))^k.$$ \hfill (2.11)

where $G_{oc}(X)$ is the generating function of the delay due to an occupied slot. We define an occupied slot as a slot when the transmitting station senses the channel is busy due to the transmission of one of the $n - 1$ remaining stations. In an occupied slot, there are four possible cases. The first case is when two or more RTS packets from the remaining $n - 1$ stations collide or have a packet error. The second case is when the RTS packet is correctly received without collision but there is an error in the CTS packet transmission. The third case is when the RTS packet is correctly received without collision and there is no error in the CTS packet but there is an error
in the DT packet transmission. The last case is when there is a correct reception of RTS, CTS, and DT and either correct or erroneous reception of the ACK packet. Note that the time duration of successful or unsuccessful ACK transmission are the same. Therefore, the corresponding generating function is

\[
G_{oc}(X) = [(1 - p_{tx1}) + p_{tx1} P_{e,RTS}]X^{N_{RTS} + N_{DIFS}}
+ p_{tx1}(1 - P_{e,RTS}) P_{e,CTS} X^{N_{RTS} + N_{CTS} + N_{SIFS} + N_{DIFS}}
+ p_{tx1}(1 - P_{e,RTS})(1 - P_{e,CTS}) P_{e,DT} X^{N_{RTS} + N_{CTS} + N_{DT} + N_{SIFS} + N_{DIFS}}
+ p_{tx1}(1 - P_{e,RTS})(1 - P_{e,CTS})(1 - P_{e,DT}) \cdot X^{N_{RTS} + N_{CTS} + N_{DT} + N_{ACK} + N_{SIFS} + N_{DIFS}}. 
\]

From the state diagram and Mason’s gain formula \[20\], we obtain the following backward recursive equations for the generating function \(G_s\).

\[
G_s(X, Y) = G_{bs,0}\left\{1 + \sum_{j=1}^{m-1} \left[G_{rf} + G_{rs} G_{tf}\right]^j \left(\prod_{i=1}^{j} G_{bs,i}\right) \right\}
+ \frac{\left[G_{rf} + G_{rs} G_{tf}\right]^m}{1 - \left[G_{rf} + G_{rs} G_{tf}\right] G_{bs,m} \left(\prod_{i=1}^{m} G_{bs,i}\right)} G_{rs} G_{ts} \cdot \tag{2.13}
\]

where \(i \ (1 \leq i \leq m)\) is the index of the CW stage.

From the joint generating function, the average energy and delay can be easily evaluated as

\[
T_d = \Delta_t \frac{\partial G_s}{\partial X} |_{X=Y=1}, \tag{2.14a}
\]
\[
E_t = \Delta_e \frac{\partial G_s}{\partial Y} |_{X=Y=1} . \tag{2.14b}
\]

Below, we will utilize the generating function to derive the average energy with an outage delay constraint.
2.3.3 Mean System Energy Consumption and Delay

In this section, we analyze average energy and delay of our system. The average delay analysis is presented first. In each CW stage $i \in \{0, 1, 2, \ldots, m\}$, the initial value of the backoff counter has mean of $(W_i + 1)/2$, so that the average number of deferred slots (include standard slots and interrupted slots) before a retransmission attempt is $(W_i + 1)/2$. The average number of consecutive standard slots $n_s$ between two consecutive interrupted slots due to the transmission of the remaining $n - 1$ stations can be evaluated as

$$n_s = \sum_{i=0}^{\infty} i(1 - p_c)^i p_c = \frac{1}{p_c} - 1. \quad (2.15)$$

We define a renewal cycle as the period between two consecutive transmission of the $n - 1$ remaining stations including multiple consecutive standard slots and an interrupted slot as shown in Fig. 2.1. There are four possible cases in an interrupted slot. The first case is that the RTS packet from the remaining $n - 1$ stations suffers collision or packet error. The second case is that the RTS packet from the remaining $n - 1$ stations is correctly received and collision free but there is an error in the CTS packet transmission. The third case is that the RTS packet from the remaining $n - 1$ stations is correctly received and no collision occurs, moreover there is no error in the CTS packet. However, there is an error happened in the DT packet transmission. The last case is to extend case three with a correct DT packet transmission so there is an ACK packet transmission. The average duration of a renewal cycle can be expressed as

$$T_{rc} = n_s \sigma + [(1 - p_{tx1}) + p_{tx1} P_{e,RTS}] T_{s,RTS}$$
$$+ [p_{tx1} (1 - P_{e,RTS}) P_{e,CTS}] T_{s,CTS}$$
$$+ [p_{tx1} (1 - P_{e,RTS}) (1 - P_{e,CTS}) P_{e,DT}] T_{s,DT}$$
$$+ [p_{tx1} (1 - P_{e,RTS}) (1 - P_{e,CTS}) (1 - P_{e,DT})] T_{s,ACK}, \quad (2.16)$$
and

\[ T_{s,\text{RTS}} = N_{\text{RTS}}T_b + T_{\text{DIFS}} \]  \hfill (2.17a)
\[ T_{s,\text{CTS}} = (N_{\text{RTS}} + N_{\text{CTS}})T_b + T_{\text{SIFS}} + T_{\text{DIFS}} \]  \hfill (2.17b)
\[ T_{s,\text{DT}} = (N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}})T_b + 2T_{\text{SIFS}} + T_{\text{DIFS}} \]  \hfill (2.17c)
\[ T_{s,\text{ACK}} = (N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})T_b + 3T_{\text{SIFS}} + T_{\text{DIFS}}. \]  \hfill (2.17d)

where \( T_b \) is the time duration to transmit each coded bit, and \( T_{\text{DIFS}}, T_{\text{SIFS}} \) are system delay parameters defined by the standard.

Since the retransmission attempt of a reference station in contention stage \( i \) is on the average preceded by \((W_i + 1)/[2(n_s + 1)] = (W_i + 1)p_c/2\) renewal cycles of \( n - 1 \) remaining stations, the average time duration between two consecutive retransmission attempts of the reference station is \((W_i + 1)p_c T_{\text{rc}}/2\). If the reference station fails to receive the ACK packet correctly, i.e., it is not a successful transmission, there are four possible cases of unsuccessful transmission. The previous three cases are the same as the first three cases of the above interrupted slot. But the last case will be modified as that the reference station receives ACK packet incorrectly. The average duration while the reference station itself occupies the channel during each unsuccessful retransmission attempt, denoted as \( T_{\text{coe}} \), is

\[
T_{\text{coe}} = \frac{1}{p_c} [(p_c + (1 - p_c)P_e,\text{RTS})T_{s,\text{RTS}} \\
+ (1 - p_c)(1 - P_e,\text{RTS})P_e,\text{CTS} T_{s,\text{CTS}} \\
+ (1 - p_c)(1 - P_e,\text{RTS})(1 - P_e,\text{CTS})P_e,\text{DT} T_{s,\text{DT}} \\
+ (1 - p_c)(1 - P_e,\text{RTS})(1 - P_e,\text{CTS})(1 - P_e,\text{DT})P_e,\text{ACK} T_{s,\text{ACK}}]. \]  \hfill (2.18)

The average time before the reference station makes its \((i + 1)\)-th retransmission
attempt, denoted as $T_{r,i}$, is

$$T_{r,i} = \sum_{k=0}^{i} \left[ \frac{(W_k + 1)}{2} \frac{p_{ce} T_{rc}}{2} \right] + iT_{coe}$$  \hspace{1cm} (2.19a)$$

$$= \begin{cases} 
  iT_{coe} + (i + 1) \frac{p_{ce} T_{rc}}{2} + W(2^{i+1} - 1) \frac{p_{ce} T_{rc}}{2} & \text{for } 0 \leq i \leq m - 1 \\
  iT_{coe} + (i + 1) \frac{p_{ce} T_{rc}}{2} + W(2^{m+1} - 1 + 2^{m}(i - m)) \frac{p_{ce} T_{rc}}{2} & \text{for } m \leq i.
\end{cases}$$  \hspace{1cm} (2.19b)$$

Finally, the average delay of a successful data packet transmission can be obtained from (2.14) by taking the partial derivative of $G_s(X, Y)$ with respect to $X$. It is expressed with $T_{s,ACK}$, $T_{coe}$ and $T_{rc}$ as

$$\bar{T}_d = T_{s,ACK} + \sum_{i=0}^{\infty} (1 - p_{ce}) p_{ce}^{i} T_{r,i}$$  \hspace{1cm} (2.20a)$$

$$= T_{s,ACK} + T_{coe} \frac{p_{ce}}{1 - p_{ce}} + T_{rc} \left[ \frac{p_{ce} W}{2} \left( 1 - 2 \frac{p_{ce}}{1 - 2 p_{ce}} \right) \right] + \frac{p_{ce} W}{2} \left( 2^{m+1} - 1 + \frac{2^{m} p_{ce}}{1 - p_{ce}} \right) p_{ce}^{m} \left( 1 - 2 p_{ce} \right) \right].$$  \hspace{1cm} (2.20b)$$

The average transmission energy $E_t$ of each data packet is the total energy consumed in the transmitting and receiving stations from the moment the backoff procedure is initiated until the moment the ACK packet is received by the transmitting station correctly. We will consider only the energy spent in packet transmission and assume that the energy consumption for each packet transmission is $NE_c$ for a packet of length $N$. The four possibilities of consuming energy when the reference station fails to receive the ACK packet correctly are the same in the previous delay analysis. The average energy consumption can be expressed as

$$E_{coe} = \frac{1}{p_{ce}} [(p_{ce} + (1 - p_{ce}) P_{e,RTS}) E_{s,RTS} \hspace{1cm} (2.21)$$

$$+(1 - p_{ce})(1 - P_{e,RTS}) P_{e,CTS} E_{s,CTS}$$

$$+(1 - p_{ce})(1 - P_{e,RTS}) (1 - P_{e,CTS}) P_{e,DT} E_{s,DT}$$

$$+(1 - p_{ce})(1 - P_{e,RTS}) (1 - P_{e,CTS}) (1 - P_{e,DT}) P_{e,ACK} E_{s,ACK}].$$

\]
where

\[ E_{s,RTS} = N_{RTS}E_c \]  \hfill (2.22a)

\[ E_{s,CTS} = (N_{RTS} + N_{CTS})E_c \]  \hfill (2.22b)

\[ E_{s,DT} = (N_{RTS} + N_{CTS} + N_{DT})E_c \]  \hfill (2.22c)

\[ E_{s,ACK} = (N_{RTS} + N_{CTS} + N_{DT} + N_{ACK})E_c. \]  \hfill (2.22d)

In the above equations, \( E_{s,RTS} \), \( E_{s,CTS} \), \( E_{s,DT} \), and \( E_{s,ACK} \) denote the energy consumed for the four above mentioned cases. Hence, the average transmitting energy for a successful data packet transmission can also be derived from (2.14) by taking the partial derivative of \( G_s(X, Y) \) with respect to \( Y \). It can be written with \( E_{s,ACK} \) and \( E_{coe} \) as

\[
\overline{E_t} = E_{s,ACK} + \sum_{i=0}^{\infty} i(1 - p_{ce})p_{ce}^i E_{coe} \]  \hfill (2.23a)

\[
= E_{s,ACK} + E_{coe} \frac{p_{ce}}{1 - p_{ce}}. \]  \hfill (2.23b)

### 2.3.4 Average Energy with Delay Constraint

We define the transform, denoted \( X^+ \), for a sequence of numbers \((n_0, n_1, n_2, \cdots)\) by

\[
X^+(x) \triangleq \sum_{k=1}^{\infty} n_k x^k. \]  \hfill (2.24)

The average energy with delay constraint \( \gamma_d \) is calculated as follows. Let \( n_d = \gamma_d / \Delta_t \) be the normalized delay constraint (which we assume is an integer). Then
\[ E[E_t \mid T_d \leq \gamma_d] = \sum_{j=0}^{\infty} j \Delta_e Pr(E_t = j \Delta_e \mid T_d \leq \gamma_d) \] (2.25a)

\[ = \Delta_e \sum_{j=0}^{\infty} j \sum_{i=0}^{n_d} Pr(T_d = i \Delta_t, E_t = j \Delta_e) Pr(T_d \leq \gamma_d) \] (2.25b)

\[ = \Delta_e \sum_{i=0}^{n_d} \sum_{j=0}^{\infty} j Pr(T_d = i \Delta_t, E_t = j \Delta_e) Pr(T_d \leq \gamma_d) \] (2.25c)

\[ = \Delta_e \sum_{i=0}^{n_d} \sum_{j=0}^{\infty} j Pr(T_d = i \Delta_t, E_t = j \Delta_e) \sum_{i=0}^{n_d} Pr(T_d = i \Delta_t) \] (2.25d)

In order to evaluate the denominator of (2.25) we proceed as follows. We let
\[ s_l = \sum_{i=0}^{l} Pr(T_d = i \Delta_t) \] and \[ S(X) = \sum_{i=0}^{\infty} s_l X^l. \] Then we have
\[ s_l - s_{l-1} = \sum_{j=0}^{\infty} Pr(T_d = l \Delta_t, E_t = j \Delta_e), \quad l = 1, 2, \ldots \] (2.26)

Multiplying both sides by \( X^l \), summing over \( l \), and taking into account that \( s_0 = \sum_{j=0}^{\infty} Pr(T_d = 0 \Delta_t, E_t = j \Delta_e) \), we have
\[ S(X)(1 - X) = \sum_{l=0}^{\infty} \sum_{j=0}^{\infty} Pr(T_d = l \Delta_t, E_t = j \Delta_e) X^l \]
\[ = G_s(X, Y) \bigg|_{Y=1}. \] (2.27)

Thus,
\[ S(X) = \frac{G_s(X, Y) \bigg|_{Y=1}}{1 - X}. \] (2.28)

Therefore, the denominator of (2.25) is the coefficient of term in \( S(X) \) that has
degree equal to \( n_d \) and can be found by inverse transforming \( X^+ \).

The numerator of (2.25) can also be expressed with system generating function
\( G_s \). By setting \( u_l = \sum_{j=0}^{\infty} j Pr(T_d = l \Delta_t, E_t = j \Delta_e) \) and taking the transform of \( \{u_l\} \) with dummy variable \( X \), we get
\[ U(X) = \frac{\partial G_s(X, Y)}{\partial Y} \bigg|_{Y=1}. \] (2.29)
Following a similar procedure as in (2.26) and (2.27), the numerator becomes

\[ \sum_{i=0}^{n_d} u_i = \Delta_e \frac{\partial G_s(X,Y)}{\partial Y | Y=1} \frac{1}{1-X}. \quad (2.30) \]

Finally, \( E[E_t | T_d \leq \gamma_d] \) can be written as

\[ E[E_t | T_d \leq \gamma_d] = \Delta_e \frac{\text{coef}(\frac{\partial G_s(X,Y)}{\partial Y | Y=1}, X^n_d)}{\text{coef}(\frac{G_s(X,Y)}{1-Y | X=1}, Y^n_d)}. \quad (2.31) \]

where \( \text{coef}(f(X), X^i) \) is the coefficient of the term \( X^i \) in the polynomial expansion of \( f(X) \). By a similar approach as above, we can also determine the average delay with an energy constraint. The quantity \( E[T_d | E_t \leq n_e \Delta_e] \) can be written as

\[ E[T_d | E_t < n_e \Delta_e] = \Delta_e \frac{\text{coef}(\frac{\partial G_s(X,Y)}{\partial Y | X=1}, Y^n_e)}{\text{coef}(\frac{G_s(X,Y)}{1-Y | X=1}, Y^n_e)}. \quad (2.32) \]

### 2.4 Energy-Delay Optimization

In order to evaluate the energy and delay characteristics, we need to have a relation between error probability, energy and delay for each type of packet in the system. We will use the reliability function bounds for a memoryless channel to determine the packet error probability. Let \( K \) be the number of information bits in a packet (specified by the 802.11 standard) and \( N \) be the number of coded symbols for this packet. Then there exist an encoder and decoder for which the packet error probability \( P_{e,K,N} \) is bounded by

\[ P_{e,K,N} \leq 2^{K-NR_0}, \quad (2.33) \]

where \( R_0 \) is the cutoff rate. For an additive white Gaussian noise (AWGN) channel using binary input the cutoff rate is \( R_0 = 1 - \log_2(1 + e^{-E_c/N_0}) \), where \( E_c/N_0 \) is the received signal-to-noise ratio per coded symbol. An interesting observation is that there is an optimal \( N \) for minimum delay. For small \( N \) the packet error probability of
a random code will be large. Large packet error probability will increase the system delay and energy due to the high chance of packet retransmission. On the other hand, if $N$ is large, the packet error probability for a random code will be small but the transmission time will be large. Our goal is to find the best $N$ for each kind of packet to minimize system delay. To achieve this, we fix $E_c/N_0$, and optimize delay (average or energy constrained) over the corresponding packet lengths $N_{RTS}$, $N_{CTS}$, $N_{DT}$ and $N_{ACK}$. Based on these optimal values, we evaluate the energy consumption (average or delay constrained). Repeating the above procedure for different $E_c/N_0$, we get a curve quantifying the tradeoff between energy and delay. For the case when the number of information bits is large, we propose an approximate method to determine the energy and delay tradeoff curves mentioned above. The purpose to provide the approximation method to determine the energy and delay curve is that it can reduce the time dramatically in evaluating the energy and delay curve. The numerical results of energy and delay curves will be given in Section 2.5. In this section, we will concentrate on deriving the approximate equations for energy and delay tradeoff curves.

The first step of this approximation is to derive the average delay $T_d$ when there is only one transmitting station in the network. Some approximations are made to obtain the estimates of the packet error probabilities that achieve minimum average delay, $\overline{T}_d$. We then evaluate the corresponding packet lengths by solving (2.33) for $N$ (used as an equality) with the optimal packet error probabilities. After getting the optimal packet error probabilities and lengths, the average energy $\overline{E}_t$ and delay $\overline{T}_d$ are evaluated according to Section 2.3.1 and 2.3.3.

We begin by considering the average delay with only one transmitting station that uses the same protocol as described in Section 2.2. This means that there are
no RTS packet collisions in the medium. We need to modify the analysis for the
single station case by excluding the effects of packet collision. Therefore, the packet
collision probability \( p_c \) becomes zero. We still use \( p_{ce} \) to represent the probability
from one stage to next. An unsuccessful transmission can happen only due to packet
effects. Now the probability \( p_{ce} \) can be rewritten as

\[
p_{ce} = P_{e,RTS} + (1 - P_{e,RTS})P_{e,CTS} + (1 - P_{e,RTS})(1 - P_{e,CTS})P_{e,DT}
+ (1 - P_{e,RTS})(1 - P_{e,CTS})(1 - P_{e,DT})P_{e,ACK}.
\] (2.34)

There are four possible cases of an unsuccessful transmission. The first case is
packet error of the RTS packet. The second case is that the RTS packet is correctly
received but there is an error in the CTS packet transmission. The third case is
that the RTS packet is correctly received, there is no error in the CTS packet, but,
there is an error happened in the DT packet transmission. The last case is that
the RTS, CTS and DT packets are successful but there is an error at the ACK
packet. The time duration of each above cases is \( T_{s,RTS}, T_{s,CTS}, T_{s,DT} \) and \( T_{s,ACK} \).
The average duration while the reference station itself occupies the channel during
each unsuccessful retransmission attempt, denoted as \( T_{coe} \), is

\[
T_{coe} = \frac{1}{p_{ce}}[P_{e,RTS}T_{s,RTS} + (1 - P_{e,RTS})P_{e,CTS}T_{s,CTS}
+ (1 - P_{e,RTS})(1 - P_{e,CTS})P_{e,DT}T_{s,DT}
+ (1 - P_{e,RTS})(1 - P_{e,CTS})(1 - P_{e,DT})P_{e,ACK}T_{s,ACK}].
\] (2.35)

The average elapsed time \( T_{ri} \) before the reference station makes its \((i + 1)th\) retrans-
mission attempt is

\[ T_{r,i} = \left( \sum_{k=0}^{i} \frac{W_k \sigma}{2} \right) + iT_{coe} \]

\[ = \begin{cases} 
   iT_{coe} + \frac{W \sigma (2^{i+1} - 1)}{2} & \text{for } 0 \leq i \leq m - 1 \\
   iT_{coe} + \frac{W \sigma (2^{m+1} - 1 + 2^{m}(i-m))}{2} & \text{for } m \leq i.
\end{cases} \tag{2.36} \]

Observed that (2.36) is not derived from (2.19) by substituting \( p_c = 0 \). The reason is that (2.19) is derived under the assumption of large \( n \) while (2.36) is derived separately for \( n = 1 \) since the large \( n \) approximation does not hold. Finally, the average system delay for successful transmission is

\[ T_d = T_{s,ACK} + \sum_{i=0}^{\infty} (1 - p_c) p_i^c T_{r,i} \]

\[ = T_{s,ACK} + T_{coe} \frac{p_c}{1 - p_c} + \frac{W \sigma}{2} \left[ \frac{1 - 2(2p_c)^m}{1 - 2p_c} \right] \frac{(2^{m+1} - 1 + \frac{2^m p_c}{1 - p_c})}{p_c^m}. \tag{2.37} \]

If we assume that the optimal error probability of each packet is quite small (i.e., \( P_{e,RTS} \ll 1, P_{e,CTS} \ll 1, P_{e,DT} \ll 1 \) and \( P_{e,ACK} \ll 1 \)), then \( p_c \) will also be very small compared to 1, as can be seen from the (2.34). The validity of this assumption will be verified later. The average system delay in (2.37) can be approximated by keeping the first order terms in \( P_c \) as

\[ T_d \approx T_{d} = T_{s,ACK} + T_{coe} \frac{p_c}{1 - p_c} + \frac{W \sigma}{2} (1 + 2p_c). \tag{2.38} \]

Using the assumption that the number of information bits \( K \) is large for each kind of packet, \( T_{SIFS} \) and \( T_{DIFS} \) can be ignored in the evaluation of \( T_{s,ACK} \) and \( T_{coe} \), resulting in

\[ T_{s,ACK} = (N_{RTS} + N_{CTS} + N_{DT} + N_{ACK})T_b + 3T_{SIFS} + T_{DIFS} \]

\[ \approx (N_{RTS} + N_{CTS} + N_{DT} + N_{ACK})T_b, \tag{2.39} \]
and

\[ T_{\text{coe}} = \frac{1}{p_{\text{ce}}} \left[ P_{e,\text{RTS}}T_{s,\text{RTS}} + (1 - P_{e,\text{RTS}})P_{e,\text{CTS}}T_{s,\text{CTS}} + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})P_{e,\text{DT}}T_{s,\text{DT}} + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})(1 - P_{e,\text{DT}})P_{e,\text{ACK}}T_{s,\text{ACK}} \right] \]

\[ = \frac{1}{p_{\text{ce}}} \left[ P_{e,\text{RTS}}(N_{\text{RTS}}T_b + T_{\text{DIFS}}) + (1 - P_{e,\text{RTS}})P_{e,\text{CTS}}((N_{\text{RTS}} + N_{\text{CTS}})T_b + T_{\text{SIFS}} + T_{\text{DIFS}}) + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})P_{e,\text{DT}}((N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}})T_b + 2T_{\text{SIFS}} + T_{\text{DIFS}}) + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})(1 - P_{e,\text{DT}})P_{e,\text{ACK}} \cdot ((N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})T_b + 3T_{\text{SIFS}} + T_{\text{DIFS}}) \right] \]

\[ \approx \frac{1}{p_{\text{ce}}} \left[ P_{e,\text{RTS}}N_{\text{RTS}}T_b + (1 - P_{e,\text{RTS}})P_{e,\text{CTS}}(N_{\text{RTS}} + N_{\text{CTS}})T_b + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})P_{e,\text{DT}}(N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}})T_b + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})(1 - P_{e,\text{DT}})P_{e,\text{ACK}} \cdot (N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})T_b \right] \]

(2.40)

By using (2.39) and (2.38), the approximate average delay of the system becomes

\[ \tilde{T}_d = (N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})T_b + \frac{1}{1 - p_{\text{ce}}} \left[ P_{e,\text{RTS}}N_{\text{RTS}}T_b + (1 - P_{e,\text{RTS}})P_{e,\text{CTS}}(N_{\text{RTS}} + N_{\text{CTS}})T_b + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})P_{e,\text{DT}}(N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}})T_b + (1 - P_{e,\text{RTS}})(1 - P_{e,\text{CTS}})(1 - P_{e,\text{DT}})P_{e,\text{ACK}} \cdot (N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})T_b \right] + \frac{W\sigma}{2}(1 + 2p_{ce}) \]

(2.41a)

\[ \approx (N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})T_b + \left[ P_{e,\text{RTS}}N_{\text{RTS}}T_b + P_{e,\text{CTS}}(N_{\text{RTS}} + N_{\text{CTS}})T_b + P_{e,\text{DT}}(N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}})T_b + P_{e,\text{ACK}}(N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})T_b \right] + \frac{W\sigma}{2}(1 + 2(P_{e,\text{RTS}} + P_{e,\text{CTS}} + P_{e,\text{DT}} + P_{e,\text{ACK}})) \]

(2.41b)
where we have used the assumption that the optimal packet error probabilities are small.

Our goal is to find the packet lengths $N_{\text{RTS}}$, $N_{\text{CTS}}$, $N_{\text{DT}}$ and $N_{\text{ACK}}$ that minimize the average system delay $\tilde{T}_d$. After taking the partial derivative with respect to the four packet lengths and setting them equal to zero, we get four packet error probabilities that achieve minimum average delay. We will derive the optimal packet probability of ACK as an example. The other three optimal packet error probabilities can be obtained in a similar way. We have

$$\frac{\partial \tilde{T}_d}{\partial N_{\text{ACK}}} = T_b(1 + P_{e,\text{ACK}}) - W\sigma P_{e,\text{ACK}} R_0 \ln(2)$$

$$-P_{e,\text{ACK}} R_0 \ln(2)(N_{\text{RTS}} + N_{\text{CTS}} + N_{\text{DT}} + N_{\text{ACK}})$$

$$= T_b(1 + P_{e,\text{ACK}}) - W\sigma P_{e,\text{ACK}} R_0 \ln(2)$$

$$+ P_{e,\text{ACK}} \ln(2^{-N_{\text{RTS}} R_0}) + \ln(2^{-N_{\text{CTS}} R_0}) + \ln(2^{-N_{\text{DT}} R_0}) + \ln(2^{-N_{\text{ACK}} R_0})$$

$$= T_b(1 + P_{e,\text{ACK}}) - W\sigma P_{e,\text{ACK}} R_0 \ln(2)$$

$$+ P_{e,\text{ACK}} \ln(2^{-N_{\text{RTS}} R_0} 2^{K_{\text{RTS}} 2^{-K_{\text{RTS}}}}) + \ln(2^{-N_{\text{CTS}} R_0} 2^{K_{\text{CTS}} 2^{-K_{\text{CTS}}}})$$

$$+ \ln(2^{-N_{\text{DT}} R_0} 2^{K_{\text{DT}} 2^{-K_{\text{DT}}}}) + \ln(2^{-N_{\text{ACK}} R_0} 2^{K_{\text{ACK}} 2^{-K_{\text{ACK}}}})$$

$$= T_b(1 + P_{e,\text{ACK}}) - W\sigma P_{e,\text{ACK}} R_0 \ln(2) + P_{e,\text{ACK}} (\ln(P_{e,\text{RTS}} 2^{-K_{\text{RTS}}})$$

$$+ \ln(P_{e,\text{CTS}} 2^{-K_{\text{CTS}}}) + \ln(P_{e,\text{DT}} 2^{-K_{\text{DT}}}) + \ln(P_{e,\text{ACK}} 2^{-K_{\text{ACK}}}))$$

$$= T_b(1 + P_{e,\text{ACK}}) - W\sigma P_{e,\text{ACK}} R_0 \ln(2)$$

$$+ P_{e,\text{ACK}} [\ln P_{e,\text{RTS}} - K_{\text{RTS}} \ln(2) + \ln P_{e,\text{CTS}} - K_{\text{CTS}} \ln(2)$$

$$+ \ln P_{e,\text{DT}} - K_{\text{DT}} \ln(2) + \ln P_{e,\text{ACK}} - K_{\text{ACK}} \ln(2)]$$

$$\approx T_b - W\sigma P_{e,\text{ACK}} R_0 \ln(2) - P_{e,\text{ACK}} \ln(2)(K_{\text{RTS}} + K_{\text{CTS}} + K_{\text{DT}} + K_{\text{ACK}}).$$

(2.42)

By setting (2.42) equal to zero, we obtain the optimal probability for the ACK packet.
as

\[ P_{e,\text{ACK}}^* \approx \frac{1}{\ln(2)(K_{\text{RTS}} + K_{\text{CTS}} + K_{\text{DT}} + K_{\text{ACK}} + W\sigma R_0/T_0)}. \] (2.43a)

Using a similar derivation as above, the other optimal packet error probabilities are given as

\[ P_{e,\text{RTS}}^* \approx \frac{T_b}{T_b + \ln(2)(T_bK_{\text{RTS}} + WR_0)} \] (2.43b)

\[ P_{e,\text{CTS}}^* \approx \frac{T_b}{T_b + \ln(2)(T_b(K_{\text{RTS}} + K_{\text{CTS}}) + WR_0)} \] (2.43c)

\[ P_{e,\text{DT}}^* \approx \frac{T_b}{T_b + \ln(2)(T_b(K_{\text{RTS}} + K_{\text{CTS}} + K_{\text{DT}}) + WR_0)}. \] (2.43d)

Note that the optimal packet error probabilities in (2.43) are consistent with the assumption that they are small compared to 1 when \( K_{\text{RTS}}, K_{\text{CTS}}, K_{\text{DT}} \) and \( K_{\text{ACK}} \) are large. Furthermore, we can also solve for the optimal packet lengths by using (2.33) as an equality, thus obtaining

\[ N_{\text{RTS}}^* \approx \frac{K_{\text{RTS}} + \log_2(\ln(2)(K_{\text{RTS}} + W\sigma R_0/T_0))}{R_0} \] (2.44a)

\[ N_{\text{CTS}}^* \approx \frac{K_{\text{CTS}} + \log_2(\ln(2)((K_{\text{RTS}} + K_{\text{CTS}}) + W\sigma R_0/T_0))}{R_0} \] (2.44b)

\[ N_{\text{DT}}^* \approx \frac{K_{\text{DT}} + \log_2(\ln(2)((K_{\text{RTS}} + K_{\text{CTS}} + K_{\text{DT}}) + W\sigma R_0/T_0))}{R_0} \] (2.44c)

\[ N_{\text{ACK}}^* \approx \frac{K_{\text{ACK}} + \log_2(\ln(2)(K_{\text{RTS}} + K_{\text{CTS}} + K_{\text{DT}} + K_{\text{ACK}}) + W\sigma R_0/T_0))}{R_0}. \] (2.44d)

For the single user case, we can derive the approximate energy-delay values analytically from (2.43) and (2.44). Since \( p_{ce}^* \) is evaluated from (2.34) with (2.43) and \( T_{s,\text{ACK}}^*, T_{\text{coe}}^*, E_{s,\text{ACK}}^* \) and \( E_{\text{coe}}^* \) can be determined from (2.17), (2.21), (2.22), and (2.35) with (2.44), the energy-delay values can be analytically obtained as:

\[ (\hat{T}_d^*, \hat{E}_t^*) = (T_{s,\text{ACK}}^* + \frac{p_{ce}^*}{1 - p_{ce}^*} T_{\text{coe}}^* + B_{\text{single}}^*, E_{s,\text{ACK}}^* + \frac{p_{ce}^*}{1 - p_{ce}^*} E_{\text{coe}}^*), \] (2.45)
where $B_{\text{single}}^*$ is

$$B_{\text{single}}^* = \frac{W \sigma}{2} \left[ \frac{1 - 2(2p_{ce}^*)^m(1 - p_{ce}^*) + p_{ce}^{*m}(1 - 2p_{ce}^*)}{1 - 2p_{ce}^*} + (2^{m+1} - 1 + \frac{2^m p_{ce}^*}{1 - p_{ce}^*})p_{ce}^{*m} \right].$$

(2.46)

For the multiuser case, the probabilities of $p_{ce}^*, p_{c}^*, p_{tx}^*$ and $p_{tx_1}^*$ will be evaluated according to (2.2), (2.3), (2.4) and (2.5) with (2.43). By using the optimal probabilities of $p_{ce}^*, p_{c}^*, p_{tx}^*$ and $p_{tx_1}^*$ and the optimal packet lengths obtained from (2.44), the approximate energy-delay values for the multiuser case can be obtained in a similar manner to the single user case as

$$(\hat{T}_d^*, \hat{E}_t^*) = (T_{s,ACK}^* + \frac{p_{ce}^*}{1 - p_{ce}^*}T_{coe}^* + B_{multi}^*T_{re}^*E_{s,ACK}^* + \frac{p_{ce}^*}{1 - p_{ce}^*}E_{coe}^*),$$

(2.47)

where $B_{\text{multi}}^*$ is

$$B_{\text{multi}}^* = \frac{p_{c}^*W \sigma}{2} \left[ \frac{1 - 2(2p_{ce}^*)^m(1 - p_{ce}^*) + p_{ce}^{*m}(1 - 2p_{ce}^*)}{1 - 2p_{ce}^*} + (2^{m+1} - 1 + \frac{2^m p_{ce}^*}{1 - p_{ce}^*})p_{ce}^{*m} \right].$$

(2.48)

### 2.5 Numerical Results

In this section we present and discuss our numerical results for various scenarios and system parameters. Table 3.1 summarizes the system parameters used to obtain the numerical results. In all plots, both energy and delay are normalized with respect to $K_D T_T$ to allow for a fair comparison. In addition, we normalize the energy by $N_0$ since all results depend on the ratio of energy to noise power spectral density.

In Fig. 2.5, we plot the average energy and delay tradeoff curves for different $K_D T_T$. The interesting observation in Fig. 2.5 is that while both energy and delay increase with $K_D T_T$, the normalized energy and delay decrease. The explanation is that the delay or energy consumption of the overhead transmissions, such as RTS, CTS and
Table 2.1: System Parameters for Numerical Results

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{RTS}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>$K_{CTS}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>$K_{ACK}$</td>
<td>128 bits</td>
</tr>
</tbody>
</table>

| Channel Bit Rate, $1/T_b$ | 1 Mbit/s |
| Slot Duration, $\sigma$   | 50 $\mu$s |
| Maximum Contention Stage, $m$ | 5 |
| Minimum Contention Window Size, $W$ | 8 slots |
| $T_{SIFS}$                | 28 $\mu$s |
| $T_{DIFS}$                | 128 $\mu$s |

ACK, become less significant for larger data packet lengths. To study the effect of different users, we fix the data packet length as $K_{DT} = 6400$ and plot the average energy-delay curves for different $n$. We can see from Fig. 2.6 that both energy and delay increase with the number of users. We also plot the single user case for the same protocol (802.11) and the simple ARQ. These two curves are lower bounds to the multiuser curves.

To verify the energy and delay tradeoff curves, we used C++ programming language to write an event-driven custom simulation program for 802.11 MAC protocol. In Fig. 2.7, we plot the average energy and delay tradeoff curves evaluated via our
numerical analysis and via simulation for different $K_{DT}$ and $n$ with parameters described in Table 3.1. We observe that the average energy and delay tradeoff curves obtained from analytical model is very accurate.

The delay variance can be calculated from the generating function as $\sigma_d^2 = \Delta t^2 \frac{\partial^2 G_s}{\partial X^2} |_{X=Y=1} + \Delta t \bar{T}_d - \bar{T}_d^2$. In Fig. 2.8, we plot the normalized standard deviation of the delay vs. the normalized average delay for different $n$ and $K_{DT}$. We observe that the normalized standard deviation of the delay decreases as $K_{DT}$ increases. It is also clear from the figure that the normalized standard deviation is grown in proportion to the normalized average delay with a factor of 1.5.

The average energy-delay tradeoff curves with different delay constraints are shown in Fig. 2.9. We fix $E_c/N_0$ and optimize $\bar{T}_d$ over $N_{RTS}, N_{CTS}, N_{DT}, N_{ACK}$. Let $N^*_{RTS}, N^*_{CTS}, N^*_{DT}, N^*_{ACK}$ be the packet lengths that minimize $\bar{T}_d$. The system generating function with these packet lengths and $E_c/N_0$ is denoted as $G^*_s$. If outage delay probability is given, we can evaluate both outage delay $\gamma_d$ and $\mathbb{E}[E_t \mid T_d < \gamma_d]$
Figure 2.7: Energy delay curves for different number of users and packet sizes. The lines with squares represent numerical results and the lines with circles represent simulation results.

Figure 2.8: Normalized standard deviation of delay vs. average delay curves for different $n$ and $K_{DT}$. Lines with a square symbol represent the case of $K_{DT} = 4400$ and lines with a star symbol represent the case of $K_{DT} = 2400$. 
from $G^*_s$. Repeating the above procedure for different $E_c/N_0$, we obtain the average energy-delay tradeoff curve with a delay constraint. Fig. 2.9 shows that when the outage delay probability increases, the range of outage delay decreases and conditional average energy also decreases. For comparison, we also plot the average energy vs. average delay curve. We see that the average energy used can be quite different depending on whether an average delay or a strict delay requirement is imposed.

![Figure 2.9](image)

Figure 2.9: Energy-delay curves for various outage delay probabilities and different values for the outage probability $Pr(T_d > \gamma_d)$ ($m = 1, n = 10, W = 8, K_{DT} = 640$). The average energy and delay curve (circle symbol) is also shown for comparison.

The average energy-delay tradeoff curves with different energy constraints is given in Fig. 2.10. Given an outage energy probability constraint, we can evaluate both the outage energy $\gamma_e$ and $E[T_d \mid E_t < \gamma_e]$. Then using the same procedure as above we obtain the average energy-delay tradeoff curve with an energy constraint. The observations made for Fig. 2.9 apply to Fig. 2.10 as well.

In Fig. 2.11, we plot energy-delay curves of under different $K_{DT}$ with $n = 10$ users in the network. It is observed that the approximate method is very accurate over a
wide range of $K_{DT}$.

2.6 Conclusion

In this chapter we obtained the joint distribution of energy and delay for packet transmission using RTS/CTS-type MAC protocols taking into account the PHY layer. By representing the protocol using a state diagram we derived the joint generating function of energy and delay. The generating function was used to obtain various statistics such as the average energy and delay, the average energy with a delay constraint, etc. This approach allows us to optimize the performance over the block lengths used for different packets. Finally, a very accurate analytical approximation for the minimum average delay and corresponding delay was derived that enabled us to get the optimal energy-delay tradeoff curves analytically. We believe that our methods can be extended to the analysis of other protocols, including
segmentation of data packets or retransmission of data segments without channel reservation.

Figure 2.11: Energy-delay tradeoff curves evaluated from the approximation method (star symbol) and the exact energy-delay tradeoff curves (square symbol) with $n = 10$
CHAPTER III

Variations of 802.11 MAC Protocol

In this chapter, we apply our proposed generating function method to the analysis and design of two different wireless network protocols modified from the original IEEE 802.11 protocol. The first wireless network protocol, discussed in Section 3.1, adapts the energy per coded symbol whenever it suffers a failed transmission. The second wireless network protocol related to the application of ARQ to IEEE 802.11 is investigated in Section 3.2. The tradeoff between energy and delay is studied for both proposed protocols. The conclusion of this chapter is stated in Section 3.3.

3.1 Adaptive Energy Scheme for Wireless Network Systems

Wireless networks consist of mobile and sensors devices. Most such devices are battery powered. Since the energy of a battery is a limiting resource it is important to have an energy efficient network design. Higher energy efficiency protocols and signal design may extend the battery lifetime or result in using batteries with smaller required energy capacity. However, wireless channels have fading that typically requires more energy for transmission than an unfaded channel for the same packet error probability. Decreasing the amount of energy used in transmission increases the packet error probability and can increase the delay for a successfully received packet. Decreasing the transmission delay by increasing the transmission rate gen-
erally requires more energy. Hence, there is a fundamental tradeoff between energy and delay in designing a wireless network.

The energy efficiency of wireless networks has been a subject of current research. In order to synchronize different stations in a wireless network, the beacon needs to be sent out repeatedly for some time interval. The duration of this time interval is called beacon interval. In [16], the authors presented a new MAC protocol for energy saving mode in IEEE 802.11 by proposing a quorum-based sleep/wake-up mechanism, which conserves energy by allowing the host to sleep for more than one beacon interval if few transmissions are involved. This new scheme is more energy efficiency compared to the original IEEE 802.11 energy saving mode since the original scheme fails to adjust a station’s sleep duration according to its traffic and nearby network topology. In [8], the authors proposed a new scheduling scheme called adaptive Weighted Round Robin (WRR) scheme that provides service differentiation in multiple data class queuing system by considering battery life and load of traffic. As actual energy of the battery becomes low, the proposed scheme gives more weight to high priority queue. So high priority data flows would get more chance to be served when energy in the battery becomes lower. They studied and analyzed the performance of this scheme and compare its performance with the original IEEE 802.11 standard. Their results showed that the proposed scheme improves overall end-to-end throughput as well as support service differentiation over multi-hop wireless networks. The authors in [51, 42] proposed a novel MAC scheme that changes the duration of listen/sleep modes adaptively according to the information about the network, e.g., network topology and network traffic flows. Their analytical and simulation results demonstrated a significant decrease in energy consumption.

In a wireless environment, the packet error probability is an important parame-
ter in overall system performance. However, in all the above mentioned papers, the
effects of energy consumption for each kind of packet error probability used in IEEE
802.11 (RTS, CTS, DATA and ACK packets) was not considered. Moreover, none of
the above papers consider the energy and delay consumption jointly of transmitting
a data packet in the system. The motivation of this section is to understand the
energy and delay relation of networks by simultaneously incorporating the packet
error probabilities (physical layer) and basic access method (MAC layer) in the per-
formance analysis.

In this section, we propose and analyze an adaptive protocol in which the trans-
mitter will increase the energy level per coded symbol whenever it suffers a failure
transmission. The numerical results show that the proposed scheme can improve sys-
tem performance significantly compared to the original IEEE 802.11 protocol when
the channel condition is bad. By using Reed-Solomon codes we can optimize the
system performance over the code rate and energy per coded bit. Although we use
Reed-Solomon codes over an additive white Gaussian noise (AWGN) channel to rep-
resent packet error probabilities, the framework of our analysis can be used for other
coding and modulation schemes over various wireless channels. Finally, we also com-
pare the system performance between Reed-Solomon codes and convolutional codes.

The rest of this section is organized as follows. In Subsection 3.1.1, we introduce
the system assumptions and give a brief description for the protocol used in our anal-
ysis. In Subsection 3.1.2, we introduce the generating function and determine the
joint generating function for energy and delay. In Subsection 3.1.3, we present nu-
merical results regarding the throughput, energy efficiency and energy/delay tradeoff
with Reed-Solomon codes over an AWGN channel.
3.1.1 System Description

The wireless networks that we analyze here have the following specifications. First, each station with a fixed position can hear (detect and synchronize) the transmission of \( n-1 \) other stations in the network. Second, stations always have a packet ready to transmit. Third, the receivers have no multiple-access capability (i.e., they can only receive one packet at a time). Fourth, all stations have fixed position (no mobility). Fifth, we assume that the propagation loss between transmitter and receiver is one (0 dB) and also assume that the propagation time is negligible. These assumptions are valid for local area networks. Finally, each station uses 802.11 protocol for medium access control (MAC).

In the following we give a brief description of the most salient features of the IEEE 802.11 MAC protocol (more details can be found in [3] and [4]). When a station is ready to transmit a packet, it picks randomly a number \( j \), uniformly distributed in \( \{0, 1, \ldots, W_i - 1\} \), where \( W_i = 2^i W \) is the contention window (CW) size, \( i \) is the contention stage (initially \( i = 0 \)), and \( W \) is the minimum CW size. A backoff time counter begins to count down with an initial value \( j \): it decreases by one for every idle slot of duration \( \sigma \) seconds as long as the channel is sensed idle, stops the count down when the channel is sensed busy, and reactivates when the channel is sensed idle again. The station transmits a request-to-send (RTS) packet when the counter counts down to zero. After transmitting the RTS packet, the station will wait for a clear-to-send (CTS) packet from the receiving station. If there is a collision of the RTS packet with other competing stations or a transmission error occurs in the RTS or CTS packet, the transmitting station doubles the CW size (increases the contention stage \( i \) by one) and picks a random number \( j \) as before. If \( n \) is the density of stations.
there are no collisions or errors in the RTS and CTS packets, the station begins to transmit the data packet and waits for an acknowledgment (ACK) packet. However, if the data or the ACK packet is not successfully received, the CW size will also be doubled (the contention stage $i$ will increase by one) and the transmitting station will join the contention period again. The contention stage is reset ($i$ is set to zero) when the transmitting station receives an ACK correctly. A time diagram indicating the sequence of these events is depicted in Fig. 3.1. It is also noted that there is a maximum CW size (or equivalently, a maximum contention stage, $m$); when the transmitter is in this maximum stage and needs to join the contention period again, it does not increase further the contention window, but picks a random number in $\{0, 1, \ldots, 2^mW - 1\}$.

The proposed adaptive scheme uses the same MAC protocol as above, however, the transmitter increases the energy level per coded symbol whenever the CW stage increases and let $E_{c,i}$ represent the energy level per coded symbol at transmission with CW stage $i - 1$.

Figure 3.1: Timing diagram for protocol. The $j_0$ and $j_1$ are backoff random numbers at CW stage $i = 0$, and $i = 1$, respectively.
### 3.1.2 System Delay and Energy Analysis

In this section, we analyze the energy and delay characteristics of the wireless networks described above. The delay $T_d$ of each data packet is defined as the time duration from the moment the backoff procedure is initiated until DIFS seconds after the ACK packet is received correctly by the transmitting station, as shown in Fig. 3.1. Similarly, the energy $E_t$ is defined as the energy consumed by both transmitting and receiving stations in the duration of $T_d$. In this paper, we only consider the energy consumption for packet transmission and omit the energy required for signal processing and channel sensing since the energy consumption for packets transmission requires most energy compared to other energy consumption aspects.

**Nonlinear System Equations**

As in [5], we define two random processes to characterize the random backoff scheme. The first process $b_t$ represents the value of the backoff counter while it is active. The second random process $s_t$ is used to represent the contention stage $i \in \{0, 1, \ldots, m\}$ of the station. It uses the same time scale as the backoff counter process. The first assumption made in this analysis is that the event of packet collision is independent of past collisions and thus independent of the contention stage. The second assumption is that the packet collision is identical for all states (values of $b_t$ and $s_t$) of a user. As verified in [5], these two assumptions are extremely accurate when the number of stations in the network is large (say greater than 10). Let $p_{cc}$ be the conditional collision probability, i.e., the probability of a collision given a packet transmitted on the channel. As a result of the above assumptions, we will model the two dimensional process $(s_t, b_t)$ by a discrete-time Markov chain. With the assumption that errors in transmission can occur only due to collision, the one-
step transition probabilities developed in [5] are given by \( P\{i, k \mid j, l\} = P\{s_{t+1} = i, b_{t+1} = k \mid s_t = j, b_t = l\} \) with

\[
\begin{align*}
P\{i, k \mid i, k + 1\} &= 1, \\ P\{0, k \mid i, 0\} &= \frac{1 - p_c}{W_i}, \\ P\{i, k \mid i - 1, 0\} &= \frac{p_c}{W_i}, \\ P\{m, k \mid m, 0\} &= \frac{p_c}{W_m},
\end{align*}
\] (3.1)

The first equation in (3.1) corresponds to the decrement of the backoff counter at the beginning of each time slot. The second equation accounts for the fact that a new packet following a successful packet transmission starts at contention stage \( i = 0 \), and thus the backoff counter is initially uniformly chosen in the range of \( \{0, 1, \ldots, W_0 - 1\} \).

The other two cases describe the system evolution after an unsuccessful transmission. As described in the third equation, when an unsuccessful transmission occurs at contention stage \( i - 1 \), the contention stage increases and the backoff counter is initialized with a uniformly chosen value in the range \( \{0, 1, \ldots, W_i\} \). Finally, the last case models the fact that the contention stage is not increased in subsequent packet transmissions when the contention window size reaches the maximum. Fig. 4 in [5] depicts the aforementioned two-dimensional Markov chain.

By modifying the Markov chain model described above, we can take into account packets errors with different energy level per coded symbols. We denote the error probability of the four kinds of packets at CW stage \( i \) in the system as \( P_{e,\text{RTS},i} \), \( P_{e,\text{CTS},i} \), \( P_{e,\text{DT},i} \), and \( P_{e,\text{ACK},i} \), where \( i \) in \( \{0, 1, \ldots, m\} \). Packets which are transmitted at stage \( i \) will be transmitted with energy level \( E_{c,i} \) per coded symbol. We assume that the channel is memoryless between packets. These probabilities depend on the particular channel, coding, modulation etc (a specific example will be given in Section 3.1.3). Let \( p_{ce,i} \) represent the transition probability from CW stage \( i \) to
the next. This is also the probability of an unsuccessful transmission attempt seen by the transmitting station when its packet is being transmitted on the channel. However, in this paper, an unsuccessful transmission can happen not only due to packet collision, but also due to packet errors. Using similar assumptions as in [5] for the packet collision probability $p_c$, and since the events of packet collision and the event of packet error are independent, $p_{ce,i}$ can be expressed as

$$p_{ce,i} = p_c + (1 - p_c)[p_{e,RTS,i} + (1 - P_{e,RTS,i})P_{e,CTS,i} + (1 - P_{e,RTS,i})(1 - P_{e,CTS,i})p_{e,DT,i} + (1 - P_{e,RTS,i})(1 - P_{e,CTS,i})(1 - P_{e,DT,i})P_{e,ACK,i}].$$  \hspace{1cm} (3.2)

The one-step transition probabilities are modified as

$$P\{i, k \mid i, k + 1\} = 1, \quad 0 \leq k \leq W_i - 2, 0 \leq i \leq m$$

$$P\{0, k \mid i, 0\} = \frac{1 - p_{ce,i}}{W_0}, \quad 0 \leq k \leq W_0 - 1, 0 \leq i \leq m$$

$$P\{i, k \mid i - 1, 0\} = \frac{p_{ce,i-1}}{W_i}, \quad 0 \leq k \leq W_i - 1, 1 \leq i \leq m$$

$$P\{m, k \mid m, 0\} = \frac{p_{ce,m}}{W_m}, \quad 0 \leq k \leq W_m - 1$$

The packet transmission probability $p_{tx}$ which is the probability of a transmitting station sending an RTS packet during each backoff slot is obtained by summing over the stationary probability of all the states at first column of the two-dimensional Markov diagram as shown in Fig. 4 at [5]. It can be shown as

$$p_{tx} = \frac{2(1 + \sum_{j=1}^{m-1}(\prod_{i=0}^{j-1} p_{ce,i}) + \prod_{i=0}^{m-1} p_{ce,i}/(1 - p_{ce,m}))}{D},$$

where $D$ is expressed as

$$D = 1 + \sum_{j=1}^{m-1} (\prod_{i=0}^{j-1} p_{ce,i}) + \prod_{i=0}^{m-1} p_{ce,i} +$$

$$W(1 + \sum_{j=1}^{m-1} (\prod_{i=0}^{j-1} 2^{i+1} p_{ce,i}) + \frac{2m \prod_{i=0}^{m-1} p_{ce,i}}{1 - p_{ce,m}}).$$

(3.5)
The collision probability $p_c$ can be expressed as

$$p_c = 1 - (1 - p_{tx})^{n-1}, \quad (3.6)$$

since the collision will happen if there are at least one remaining $n - 1$ stations transmitting packets.

From the above nonlinear equations, (3.2), (3.4) and (3.6), one can evaluate the probabilities $p_{ce,i}$, $p_{tx}$ and $p_c$. Another important probability that will be used in our analysis later is the probability of exactly one transmission of an RTS packet from one of the remaining $n - 1$ stations given that at least one of the remaining stations is transmitting. It is denoted by $p_{tx1}$ and can be expressed as

$$p_{tx1} = \frac{(n-1)p_{tx}(1-p_{tx})^{n-2}}{p_c}. \quad (3.7)$$

**Delay/Energy Joint Generating Function**

We assume that stations spend energy only in packet transmission and that the energy consumption for each packet transmission is proportional to the packet length. Then the energy transmission for a packet of length $N$ (normalized to the thermal noise energy level, $N_0$) is $NE_{c,i}/N_0$, where $i$ is the stage of CW. Similarly, the transmission delay of each packet is also proportional to the packet length. Let $R_t$ be the transmitting rate in bits per second. The delay, in seconds, for a packet transmission with packet length $N$ is $N/R_t$.

Based on the protocol description in Section 3.1.1, the state flow diagram shown in Fig. 3.2 can be built. Solid lines represent successful reservation or transmission, while dotted lines represent unsuccessful reservation or transmission.

Let $T_{RTS}$, $T_{CTS}$, $T_{DT}$ and $T_{ACK}$ denote the time duration for the transmission of RTS, CTS, DT and ACK packets, respectively. Similarly, let $E_{RTS,i}$, $E_{CTS,i}$, $E_{DT,i}$ and $E_{ACK,i}$ denote the energy consumption for these packets.
$E_{DT,i}$ and $E_{ACK,i}$ denote the energy for the transmission of RTS, CTS, DT and ACK packets at CW stage $i$, respectively. Finally, let $T_{DIFS}$ and $T_{SIFS}$ be system delay parameters defined by the standard. We will now derive the conditional joint generating function of the delay and energy random variables, associated with the transitions in the state diagram in Fig. 3.2. In all the derivations below, functions are of the form $G(X, Y)$, where the variables $X$, $Y$ are the transform variables of the delay and energy, respectively.

The generating function $G_{rs,i}$ corresponding to successful channel reservation at CW stage $i$ is

$$G_{rs,i}(X, Y) = (1 - p_c)(1 - P_{e,RTS,i})(1 - P_{e,CTS,i})$$

$$X^{T_{RTS} + T_{CTS} + 2T_{SIFS}}Y^{E_{RTS,i} + E_{CTS,i}}.$$  \(3.8\)

Similarly, the generating function $G_{ts}$ corresponding to successful transmission of a
data packet at CW stage \( i \) can be expressed as

\[
G_{ts,i}(X, Y) = (1 - P_{e,DT,i})(1 - P_{e,ACK,i})
\]

\[
X^{T_{DT} + T_{ACK} + T_{SIFS} + T_{DIFS}} Y^{E_{DT,i} + E_{ACK,i}}.
\]  

(3.9)

We now develop expressions for the generating functions associated with failure to either reserve a channel or to transmit data. We first derive the generating function \( G_{fr,i} \), corresponding to failure to reserve the channel at stage \( i \) is given by

\[
G_{fr,i}(X, Y) = [p_c + (1 - p_c)P_{e,RTS,i}]X^{T_{RTS} + T_{DIFS}} Y^{E_{RTS,i}}
\]

\[
+ (1 - p_c)(1 - P_{e,RTS,i})P_{e,CTS,i}
\]

\[
X^{T_{RTS} + T_{CTS} + T_{SIFS} + T_{DIFS}} Y^{E_{RTS,i} + E_{CTS,i}}.
\]  

(3.10)

the meaning of which is that a failure can be due to either a collision or RTS transmission error, or a CTS transmission error. Similarly, after reserving the channel, a failure to transmit a data packet at CW stage \( i \) is either due to the data packet transmission error, or the acknowledgement packet transmission error, which is captured by the generating function \( G_{tf,i} \) as follows

\[
G_{tf,i}(X, Y) = P_{e,DT,i}X^{T_{DT} + T_{DIFS}} Y^{E_{DT,i}} + (1 - P_{e,DT})
\]

\[
. P_{e,ACK}X^{T_{DT} + T_{ACK} + T_{SIFS} + T_{DIFS}}
\]

\[
. Y^{E_{DT,i} + E_{ACK,i}}.
\]  

(3.11)

We now evaluate the generating functions denoted by \( G_{bs,i} \) of the state diagram. This generating function will characterize the delay for the transmitting station from the instant of starting the backoff procedure to the instant that the backoff counter reaches to zero at stage \( i \). We do not need to consider energy consumption here since the transmitting station stops any transmission at this period. The probability of
each slot being sensed busy due to the transmission of other stations is \( p_c \) and this event is independent and identical to each slot from our previous assumptions. At backoff stage \( i \), the range of possible backoff slots is from 1 to \( 2^i W \). Let \( j \) be the backoff slots randomly chosen uniformly from the above range, then the number of the occupied slots in these \( j \) slots is binomially distributed with parameters \((j, p_c)\). Hence, the generating function, \( G_{bs,i} \), of backoff procedure at stage \( i \) is

\[
G_{bs,i}(X) = \sum_{j=1}^{2^i W} \frac{1}{2^i W} \sum_{k=0}^{j} \binom{j}{k} [(1 - p_{cc})X^{j-k} (p_c G_{oc}(X))]^k.
\]  

(3.12)

where \( G_{oc}(X) \) is the generating function for an slot sensed busy by a station. We define an occupied slot as a slot when the transmitting station senses the channel is busy due to the transmission of one of the \( n-1 \) remaining stations. There are four possible cases of an occupied slot. The first case is when two or more RTS packets from the remaining \( n-1 \) stations collide or have a packet error. The second case is when the RTS packet is correctly received without collision but there is an error in the CTS packet transmission. The third case is when the RTS packet is correctly received without collision and there is no error in the CTS packet but there is an error in the DT packet transmission. The last case is correct reception of RTS, CTS, and DT and either correct or erroneous reception of the ACK packet. Since there are \( m \) possible CW stages of packets transmission from the other \( n-1 \) stations, the probability of the transmission come from CW stage \( i \) given only one remaining \( n-1 \) station transmission is \( b_{i,0}/p_{tx} \), where \( b_{i,0} \) is the stationary probability of state that CW stage is \( i \) and the counter reaches to zero. Note that the time duration of successful or unsuccessful ACK transmission are same. Therefore, the correspond
generating function for this occupied slot is

\[ G_{oc}(X) = (1 - p_{tx})X^{T_{RTS} + T_{DIFS}} + \sum_{l=0}^{m} \frac{p_{tx}}{b_{l,0}} P_{e,RTS,l} X^{T_{RTS} + T_{DIFS}} + (1 - P_{e,RTS,l}) P_{e,CTS,l} X^{T_{RTS} + T_{CTS} + T_{SIFS} + T_{DIFS}} + (1 - P_{e,CTS,l})(1 - P_{e,RTS,l}) P_{e,DT,l} X^{T_{RTS} + T_{CTS} + T_{DT} + T_{ACK} + T_{SIFS} + T_{DIFS}} + (1 - P_{e,RTS,l})(1 - P_{e,CTS,l}) (1 - P_{e,DT,l}) X^{T_{RTS} + T_{CTS} + T_{DT} + T_{ACK} + T_{SIFS} + T_{DIFS}}. \] (3.13)

From the state diagram and Mason’s gain formula, we obtain the following backward recursive generating function to characterize the energy and delay of the system. Let \( G_s \) be the system generating function. Then the recursion is

\[ f_m(X, Y) = \frac{G_{rs,m} G_{ts,m}}{1 - G_{fr,m} G_{bs,m} - G_{rs,m} G_{tf,m} G_{bs,m}} \]

\[ f_{i-1}(X, Y) = G_{rs,i-1} G_{ts,i-1} + (G_{fr,i-1} + G_{rs,i-1} G_{tf,i-1}) G_{bs,i} f_i \]

\[ G_s(X, Y) = G_{bs,0} f_0. \] (3.14)

where \( i \) is the index of the CW stage from 1 to \( m \). Hence, we can evaluate any joint statistics of the energy and delay of a successful packet transmission. In particular, the mean values are given by

\[ T_{d,avg} = \frac{\partial G_s}{\partial X} \bigg|_{X=Y=1}, E_{t,avg} = \frac{\partial G_s}{\partial Y} \bigg|_{X=Y=1}. \] (3.15)

### 3.1.3 Numerical Results

In this section we present and discuss our numerical results for various scenarios and system parameters. Table 3.1 summarizes the system parameters used to obtain
Table 3.1: System Parameters for Numerical Results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{RTS}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>$K_{CTS}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>$K_{ACK}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>Channel Bit Rate, $1/T_b$</td>
<td>1 Mbit/s</td>
</tr>
<tr>
<td>Slot Duration, $\sigma$</td>
<td>50 $\mu$s</td>
</tr>
<tr>
<td>Maximum Contention Stage, $m$</td>
<td>3</td>
</tr>
<tr>
<td>Minimum Contention Window Size, $W$</td>
<td>8 slots</td>
</tr>
<tr>
<td>$T_{SIFS}$</td>
<td>28 $\mu$s</td>
</tr>
<tr>
<td>$T_{DIFS}$</td>
<td>128 $\mu$s</td>
</tr>
</tbody>
</table>

the numerical results. We will use Reed-Solomon codes and convolutional codes to represent packet error probabilities. Let $K$ be the number of information symbols (1 symbol = 8 bits) in a packet (specified by the 802.11 standard) and $N$ be the number of coded symbols for this packet, then the packet error probability $P_{e,K,N}^{RS}$ over an AWGN channel with BPSK modulation can be expressed as

$$P_{e,K,N}^{RS} = \sum_{l=t+1}^{N} \binom{N}{l} P_s^l (1 - P_s)^{N-l},$$

(3.16)

where $t = \lfloor \frac{N-K}{2} \rfloor$ and $P_s = 1 - (1 - Q(\sqrt{\frac{2E_bK}{N_0}}))^8$ is the symbol error probability. Note that $E_b$ is the energy used per information bit.

In Fig. 3.3, the relation between the average delay throughput $S_{Td}$ and the channel SNR with code rate $\frac{1}{2}$ for different $K_{DT}$ of convolutional codes is shown. For high SNR, we can find that the throughput increases with longer information packets because the system with longer information packets has smaller overhead redundant in RTS/CTS MAC protocol. For low SNR, we observe that the throughput decreases with longer information packets since the packet error probability for convolutional codes increases when the length of information packets becomes larger. Moreover, if longer information packets are used, the effect of packet error probability to the $S_{Td}$ will be more significant compared to the effect of less overhead redundant for low channel SNR condition. We expect that there is an optimal value of $K_{DT}$ which achieves the largest throughput for each given channel SNR.
Figure 3.3: The $S_{Td}$ comparison of convolutional codes for different $K_{DT}$ with code rate $\frac{1}{2}$ and $n = 10$.

In Fig. 3.4, the relation between the average delay throughput $S_{Td}$ and the channel SNR with code rate $\frac{1}{2}$ for different $K_{DT}$ of Reed-Solomon codes is shown. For high SNR, we observe that the throughput increases with longer information packets because the packet error probabilities of Reed-Solomon codes decrease with the increase of the length of information packets. For low SNR, the throughput decreases with longer information packets since the packet error probabilities of Reed-Solomon codes increases with the increase of the length of information packets. We also found that the convolutional codes has better performance since it adopts soft decision instead of hard decision used in Reed Solomon codes.

In Fig. 3.5, we compare the $S_{Td}$ of convolutional and Reed-Solomon codes for different rate with $K_{DT} = 128$. For convolutional codes, we can see that the $S_{Td}$ increases with the decrease of code rate since the gain of $S_{Td}$ due to smaller packet error probabilities is more than the loss of $S_{Td}$ due to less information transmission
efficiency per coded packet when the code rate becomes smaller. For Reed-Solomon codes, we observe that the $S_{Td}$ increases with the increase of code rate since the loss of $S_{Td}$ due to larger packet error probabilities is less than the gain of $S_{Td}$ due to higher information transmission efficiency per coded packet when the code rate becomes larger.

In Fig. 3.6, we plot the $S_{Td}$ of Reed-Solomon codes with the channel SNR for different code rate as $K_{DT} = 128$. The $S_{Td}$ is affected by two factors, packet error probabilities and the information transmission efficiency per coded packet (code rate). For lower code rate, we will have lower information transmission efficiency per coded packet, however, packet error probabilities may not decrease since the energy used per coded bit also decreases with the lower code rate from (3.16). Therefore, the total system throughput $S_{Td}$ is the tradeoff result of these two factors. For higher SNR, since the packet error probabilities are almost zero, the value of $S_{Td}$ is dominated directly by the information transmission efficiency per coded packet (code rate).
Figure 3.5: The $S_{Td}$ comparison of convolutional and Reed-Solomon codes for different code rate with $K_{DT} = 128$ and $n = 10$.

For lower SNR, since the gain of $S_{Td}$ due to smaller packet error probabilities is more than the loss of $S_{Td}$ due to less information transmission efficiency when the code rate becomes smaller. Therefore, we can find that there is a cross of $S_{Td}$ values for curve with code rate $\frac{7}{8}$ and curve with code rate $\frac{1}{4}$ at 5.6 dB.

An interesting observation is that there is an optimal $N$. For small $N$ the packet error probability of a random code will be large. Large packet error probability will increase the system delay and energy due to the high chance of packet retransmission. On the other hand, if $N$ is large, the packet error probability for a random code will be small but the transmission time will be large. Our goal is to find the best $N$ for each kind of packet to minimize system delay. We first fix $E_{c,1}/N_0$ and optimize the $T_{d,avg}$ to get the corresponding packet lengths for $N_{RTS}, N_{CTS}, N_{DT}$ and $N_{ACK}$. From this, we can evaluate both average delay and average energy consumption. Repeating the above argument for different $E_{c,1}/N_0$, we get the energy-delay curve.

In Fig. 3.7, we compare energy and delay tradeoff curves for different values of
Figure 3.6: The $S_{Td}$ comparison of Reed-Solomon codes for different code rate with $K_{DT} = 128$ and $n = 10$.

$\Delta$. We observe that the adaptation scheme can improve the system performance by reducing both average energy and delay as the channel SNR is small. At good channel condition, although higher value of $\Delta$ can reduce the average delay, the system incurs higher energy consumption (compared to the system with smaller value of $\Delta$) to transmit a data packet successfully. This demonstrates that that the system performance was improved significantly when the channel SNR is low and the average delay is reduced insignificantly even consuming more energy at high channel SNR case.

For the effect of different users, we fix the data packet length as $K_{DT} = 64$ symbols and plot energy-delay curve for different $n$. We can see from Fig. 3.8 that both energy and delay increase with the number of users. The other fact shown in this figure is that both energy and delay increase with the increment of $K_{DT}$ but the normalized (with respect to $K_{DT}$) energy and delay decrease with increasing of $K_{DT}$. The explanation of this is that the delay or energy consumption of overhead
transmissions such as RTS, CTS and ACK will become less significant for larger data packet lengths. Hence, when the data packet length is large, we can almost assume that delay or energy consumption comes solely from $K_{DT}$.

### 3.2 802.11 Protocol with ARQ

Recently there has been considerable interest in the design and performance evaluation of wireless local area networks (WLANs). According to the OSI protocol layers specification, the physical layer (lowest layer) handles the transmission of bits through a communication link and includes the forward error control (FEC) and modulator/demodulator. The forward error control (FEC) coding technique is used to mitigate the effect of channel noise at the receiver. The error control coding technique reduces the required energy needed for transmission at the expense of increased delay and reduced data rate. The second layer is the data link layer which is responsible for establishing a reliable and secure logical link over the unreliable wireless link.
The lower sublayer of data link layer is the medium access control (MAC) protocol layer which resolves conflicts between two users attempting to access the channel. Thus there is some amount of energy and delay spent in reserving the channel. The upper sublayer of the data link layer (DDL) is logical link control (LLC) sublayer that implements error control involving feedback from the receiver. The most common technique to combat errors used in this sublayer is automatic repeat request (ARQ). Given the energy used per data packet, a wireless communication system adopting ARQ scheme can provide higher protection by allowing larger retransmission attempts. However, a system with larger retransmission attempts needs longer delay to transmit the same data packet. If we want to decrease the delay to transmit the same data packet, the system requires higher energy per data packet to achieve the same reliability as a system with lower retransmission attempts. Therefore, there is an energy and delay tradeoff problem happened in both layers (PHY and DLL).

Several papers have investigated the effects of using ARQ techniques in cross-layer
design\(^2\) of wireless networks. In [21], the authors explored the possibilities of cross-layer design as a candidate tool for performance optimization, focusing on problems deriving from the usage of ARQ schemes in today’s wireless networks and proposed a novel and general cross-layer interaction scheme between the transport and the link layers. The proposed design achieves the performance in the framework of a IEEE 802.11-based multi-hop wireless network which demonstrates the value of the proposed framework. In [10], a new cross-layer ARQ algorithm for video streaming over 802.11 wireless networks was presented. The algorithm combines application-level information about the perceptual and temporal importance of each packet into a single priority value, which drives packet selection at each retransmission opportunity. Hence, only the most perceptually important packets are retransmitted, delivering higher perceptual quality and less bandwidth usage compared to the standard 802.11 MAC-layer ARQ scheme. Their results showed that the proposed method consistently outperforms the standard MAC-layer 802.11 retransmission scheme, delivering more than 1.5 dB PSNR gains using approximately half of the retransmission bandwidth. In [45], the authors proposed a class-based adaptive ARQ scheme with QoS support for multimedia traffic to increase the throughput through the reduction of MAC overhead. Different QoS support in the MAC layer is implemented by using service differentiation and traffic class prioritization. An OPNET simulation model is used to show that the proposed ARQ enhancement increases system performance.

In a wireless environment, the value of packet error probability can affect the overall system performance significantly. However, in all above described papers, the issue of energy consumption for each kind of packet error probability used in IEEE 802.11 (RTS, CTS, DATA and ACK packets) is not discussed. Moreover, none of

\(^2\)A network system design methodology which considers at least two different function layers jointly during the design task.
the above papers consider the energy and delay consumption jointly of transmitting a data packet by considering the effects of physical layer and data link layer characteristics. The contribution of this section is that we propose a state diagram to represent the operation of the system that allows us to analyze the energy and delay consumption of the system. We determine the generating function of the state diagram and use it to characterize the joint energy and delay distribution of the system incorporating physical layer and data link layer characteristics. By using a random coding bound we can optimize the system performance over the code rate and energy per coded bit. Although we use random coding for an AWGN channel to represent packet error probabilities, the framework of our analysis can be used for other coding and modulation schemes and various wireless channel.

The rest of this section is organized as follows. In Subsection 3.2.1, we introduce the system assumptions and give a brief description for the protocol used in our analysis. In Subsection 3.2.2, we introduce the generating function and determine the joint generating function for energy and delay. In Subsection 3.2.3, we present numerical results to demonstrate the energy-delay tradeoff with random coding.

3.2.1 System Description

The operation of MAC protocol will be the same as 802.11 standard except the transmission of data packets. Suppose each transmitter has $K$ (fixed) information bits to be transmitted. These $K$ bits will be encoded to form a packet with length $N_1$ and transmit. If the receiver decodes this packet correctly, it sends an ACK to the transmitter. Otherwise, if decoding is not correct, after the expiration of a timeout the transmitter encodes the same number of information bits $K$ to a packet of length $N_2$ and transmits it again. This procedure will continue (using length $N_l$ packets for the $l$-th transmission) until either the transmitter receives the ACK correctly or the
total number of attempts achieves a maximum allowed number, $d$.

### 3.2.2 Analysis

In this section, we analyze the energy and delay characteristics of the wireless networks operated according to previous subsection. The delay $T_d$ and $E_t$ of each data packet is defined as before.

We begin by calculating some important event probabilities that are crucial in later analysis. The performance evaluation is based on the Markov chain model described in [5] and [22]. The state of the Markov chain represents the value of the backoff counter and the contention window stage. Our model differs from the model proposed in [5, 22] in that packet error probabilities are included in the CW stage transition probability. By modifying the Markov chain model described in [5, 22], we can incorporate the packet error probabilities into the analysis. We denote the error probability of an RTS packet as $P_{e,RTS}$, a CTS packet as $P_{e,CTS}$ and an ACK packet as $P_{e,ACK}$. The probability $P_{e,DT_i}$ represents the error probability of $i$th transmission of a data packet, where $1 \leq i \leq d$. We assume that the channel is memoryless between packets. These probabilities depend on the particular channel, channel coding, modulation etc. (a specific example will be given in Section 3.2.3).

Let $p_{ce}$ represent the transition probability (as defined in [5]) from one CW stage to the next. This is also the probability of an unsuccessful transmission attempt seen by the transmitting station when its packet is being transmitted on the channel. However, in this work, an unsuccessful transmission can happen not only due to packet collision, but also due to packet errors. There are four possible cases when the channel is sensed busy. The first case is that the RTS packet suffers a collision or packet error. The second case is that the RTS packet is correctly received and collision free but there is an error in the CTS packet transmission. The third case is
that the RTS packet is correctly received and collision free, there is no error in CTS packet, but there is an error in all \( d \) transmissions of the DT packet. The last case is that the data packet is correctly received in one of these \( d \) transmissions but there is an error in the corresponding ACK packet. Because the event of packet collision and the event of packet error are independent, \( p_{ce} \) can be expressed as

\[
p_{ce} = p_c + (1 - p_c)[P_{e,RTS} + (1 - P_{e,RTS})P_{e,CTS} +
(1 - P_{e,RTS})(1 - P_{e,CTS}) \prod_{i=1}^{d} P_{e,DT_i} + (1 - P_{e,RTS})].
\]

(3.17)

where \( p_c \) is the packet collision probability and we set \( P_{e,DT_0} = 1 \). The packet transmission probability \( p_{tx} \) which is the probability of a transmitting station sending an RTS packet during each backoff slot, and the collision probability \( p_c \) can be expressed as (see [5])

\[
p_{tx} = \frac{2(1 - 2p_{cx})}{(1 - 2p_{cx})(W + 1) + p_{cx}W(1 - (2p_{cx})^m)}
\]

(3.18)

and

\[
p_c = 1 - (1 - p_{tx})^{n-1}.
\]

(3.19)

From the above three nonlinear equations, (3.17)–(3.19), one can evaluate the probabilities \( p_{ce}, p_{tx} \) and \( p_c \). Another important probability that will be used in our analysis later is the probability of a transmission of an RTS packet from exactly one of the remaining \( n - 1 \) stations given that at least one of the remaining stations is transmitting. It is denoted by \( p_{tx1} \) and can be expressed as

\[
p_{tx1} = \frac{(n - 1)p_{tx}(1 - p_{tx})^{n-2}}{p_c}.
\]

(3.20)

We assume that stations spend energy only in packets transmission and that the energy consumption for each packet transmission is proportional to the packet length.
In particular, let $\alpha E_c$ be the energy required to transmit one coded bit, where $\alpha > 1$ is the inverse of the path loss between transmitter and receiver. Then the energy received for a packet of length $N$ (normalized to the thermal noise energy level, $N_0$) is $NE_c/N_0$. Similarly, the transmission delay of each packet is also proportional to the packet length. Let $R_t$ be the transmitting rate in bits per second. The delay, in seconds, for a packet transmission with packet length $N$ is $N/R_t$. Based on the protocol description in Section 3.2.1, the state flow diagram shown in Fig. 3.9 can be built.

Let $T_{RTS}$, $T_{CTS}$, $T_{DT_k}$ and $T_{ACK}$ denote the time duration for the transmission of RTS, CTS, $k$-th DT and ACK packets, respectively. Similarly, let $E_{RTS}$, $E_{CTS}$, $E_{DT_k}$ and $E_{ACK}$ denote the (received) energy for the transmission of RTS, CTS, $k$-th DT and ACK packets, respectively. Finally, let $T_{DIFS}$ and $T_{SIFS}$ be system delay parameters defined by the standard. We will now derive the joint generating
function of the delay and energy random variables associated with the transitions in the state diagram in Fig. 3.9. In all the derivations below, functions are of the form $G(X, Y)$, where the variables $X, Y$ are the transform variables of the delay and energy, respectively.

The generating function $G_{rs}$ corresponding to successful channel reservation is

$$G_{rs}(X, Y) = (1 - p_c)(1 - P_{e,RTS})(1 - P_{e,CTS})$$

$$X^{T_{RTS} + T_{CTS} + 2T_{SIFS}} Y^{E_{RTS} + E_{CTS}}. \tag{3.21}$$

Similarly, the generating function $G_{ts}$ corresponding to successful transmission of a data packet can be expressed as

$$G_{ts}(X, Y) = \sum^{d}_{i=1} \left(\prod^{i-1}_{j=0} P_{e,DT_j}\right)(1 - P_{e,DT_i})(1 - P_{e,ACK})$$

$$X^{\sum_{k=1}^{i} T_{DT_k} + T_{ACK} + T_{SIFS} + T_{DIFS}} Y^{\sum_{k=1}^{i} E_{DT_k} + E_{ACK}}. \tag{3.22}$$

We now develop expressions for the generating functions associated with failure to either reserve a channel or to transmit data. As can be seen from the state diagram, these functions are products of two generating functions. Each product contains a factor that is independent of the particular contention stage, and a factor that depends on the contention stage $i$. We first describe the constant factors. The generating function $G_{fr}$, corresponding to failure to reserve the channel is given by

$$G_{fr}(X, Y) = [p_c + (1 - p_c)P_{e,RTS}] X^{T_{RTS} + T_{DIFS}} Y^{E_{RTS}}$$

$$+ (1 - p_c)(1 - P_{e,RTS})P_{e,CTS}$$

$$X^{T_{RTS} + T_{CTS} + T_{SIFS} + T_{DIFS}} Y^{E_{RTS} + E_{CTS}}, \tag{3.23}$$

the meaning of which is that a failure can be due to either a collision/RTS transmission error, or a CTS transmission error. Similarly, after reserving the channel,
a failure to transmit a data packet is either due to the data packets transmission error, or the acknowledgement packet transmission error, which is captured by the generating function $G_{tf}$ as follows

$$G_{tf}(X,Y) = \left( \prod_{i=1}^{d} P_{e,DT_i} \right) X^\sum_{k=1}^{d} T_{DT_k} + (d-1)T_{SIFS} + T_{DIFS},$$

$$Y^\sum_{k=1}^{d} E_{DT_k} + \sum_{i=1}^{d} \left( \prod_{j=0}^{i-1} P_{e,DT_j} \right) (1 - P_{e,DT_i}) P_{e,ACK}.$$

$$X^\sum_{k=1}^{i} T_{DT_k} + T_{ACK} + iT_{SIFS} + T_{DIFS} Y^\sum_{k=1}^{i} E_{DT_k} + E_{ACK}.$$  \hspace{1cm} (3.24)

We now evaluate the generating functions denoted by $G_{bs,i}$ of the state diagram. This generating function characterizes the delay for the transmitting station from the instant of starting the backoff procedure to the instant that the backoff counter reaches to zero at stage $i$. We do not need to consider energy consumption here since the transmitting station stops any transmission during this period. The event of each slot being sensed busy due to the transmission of other stations is independent for each slot and has the same probability, $p_c$, for each slot (from our previous assumptions). At backoff stage $i$, the range of possible backoff slots is from 1 to $2^iW$. Let $j$ be the backoff slots randomly chosen uniformly from the above range, then the number of the occupied slots in these $j$ slots is binomially distributed with parameters $(j, p_c)$. Hence, the generating function, $G_{bs,i}$, of backoff procedure at stage $i$ is

$$G_{bs,i}(X) = \sum_{j=1}^{2^iW} \frac{1}{2^iW} \sum_{k=0}^{j} \binom{j}{k} [(1 - p_c)X^\sigma]^{j-k} (p_cG_{oc}(X))^k,$$  \hspace{1cm} (3.25)

where $G_{oc}(X)$ is the generating function for an occupied slot. We define an occupied slot as a slot when the transmitting station senses the channel is busy due to the transmission of one of the remaining $n-1$ stations. Using arguments similar to the
ones used in the derivation of (3.17), we can express $G_{oc}(X)$ as follows

\[
G_{oc}(X) = [(1 - p_{tx}) + p_{tx} P_{e,RTS}]X^{T_{RTS} + T_{DIFS}} +
\]

\[
p_{tx}(1 - P_{e,RTS}) P_{e,CTS} X^{T_{RTS} + T_{CTS} + T_{SIFS} + T_{DIFS}} +
\]

\[
p_{tx}(1 - P_{e,RTS})(1 - P_{e,CTS}) \left( \prod_{i=1}^{d} P_{e,DT_i} \right) X^{T_{RTS} + T_{CTS} + \sum_{k=1}^{d} T_{DT_k} + (d+1)T_{SIFS} + T_{DIFS}} +
\]

\[
p_{tx}(1 - P_{e,RTS})(1 - P_{e,CTS}) \sum_{i=1}^{d} \prod_{j=0}^{i-1} P_{e,DT_j} \cdot
\]

\[
(1 - P_{e,DT_i}) X^{\sum_{k=1}^{i} T_{DT_k} + T_{ACK} + (i+2)T_{SIFS} + T_{DIFS}}.
\]

(3.26)

From the state diagram and Mason’s gain formula, we obtain the following backward recursive generating function to characterize the energy and delay of the system. Let $G_s$ be the system generating function. Then the recursion is

\[
f_m(X, Y) = \frac{G_{rs} G_{ts}}{1 - G_{fr} G_{bs,m} - G_{rs} G_{lf} G_{bs,m}}
\]

\[
f_{i-1}(X, Y) = G_{rs} G_{ts} + (G_{fr} + G_{rs} G_{lf}) G_{bs,i} f_i
\]

\[
G_s(X, Y) = G_{bs,0} f_0.
\]

(3.27)

where $i$ is the index of the CW stage from 1 to $m$. Hence, we can evaluate any joint statistics of the energy and delay of a successful packet transmission. In particular, the mean values are given by

\[
T_d = \frac{\partial G_s}{\partial X} \bigg|_{X=Y=1}, \quad E_t = \frac{\partial G_s}{\partial Y} \bigg|_{X=Y=1}.
\]

(3.28)

3.2.3 Numerical Results

We will use channel reliability based bounds for an AWGN channel to estimate the packet error probability. Let $K$ be the number of information bits in a packet (specified by the 802.11 standard) and $N$ be the number of coded bits in a packet. Then
Table 3.2: System Parameters for Numerical Results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{RTS}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>$K_{CTS}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>$K_{ACK}$</td>
<td>128 bits</td>
</tr>
<tr>
<td>Channel Bit Rate, $R_t$</td>
<td>1 Mbit/s</td>
</tr>
<tr>
<td>Slot Time, $\sigma$</td>
<td>50µs</td>
</tr>
<tr>
<td>$T_{SIFS}$</td>
<td>28µs</td>
</tr>
<tr>
<td>$T_{DIFS}$</td>
<td>128µs</td>
</tr>
</tbody>
</table>

there exist an encoder and decoder with packet error probability $P_{e,K,N}$ bounded as

$$P_{e,K,N} \leq 2^{K-NR_0}, \quad (3.29)$$

where $R_0 = 1 - \log_2(1 + e^{-E_c/N_0})$ is the cutoff rate determined by SNR.

The energy-delay curves of the IEEE 802.11 protocol with SWARQ-FT ($d = 2$) is evaluated for different number of users and data packet lengths. For comparison, we also present similar curves for the original 802.11 protocol, which is essentially an SWARQ-FT protocol with $d = 1$. For both protocols there is an optimal $N$ for each kind of packets. For small $N$ the packet error probability is large, which increases the system delay and energy due to the high chance of packet retransmission. On the other hand, if $N$ is large, the packet error probability is small but the transmission time is large. Our goal is to find the best $N$ for each kind of packet to minimize system delay. We first fix $E_c/N_0$ and minimize $T_d$ from (3.28) to get the corresponding optimal packet lengths $N_{*RTS}, N_{*CTS}, N_{*DT}$ and $N_{*ACK}$ (note that in the case of $d = 2$ we need to optimize over two data packet lengths, $N_{DT1}$, and $N_{DT2}$). Using these values, we can evaluate both average delay and average energy consumption. Repeating the above procedure for different $E_c/N_0$, we get the energy-delay curves. Table 3.2 summarizes the system parameters used in our numerical evaluations.

We first plot in Fig. 3.10 the energy-delay curves for the original protocol and the IEEE 802.11 MAC Protocol with SWARQ-FT ($d = 2$). We observe that the energy-delay curves for two protocols are almost identical. This shows that if we can select
packet lengths properly, the SWARQ-FT does not give significant improvement. To compare these two protocols with respect to their robustness to SNR, we fix the packet lengths, vary $E_c/N_0$ and plot energy and delay for both protocols. We observe that both systems are equally and very sensitive to SNR. Essentially, the reduction in delay the SWARQ achieves by immediately retransmitting an erroneously received packet, is compensated by the increased delay needed to access the channel, since other users use the same protocol. While ARQ provides some robustness to SNR uncertainty in conventional single user system, this is not the case in this multiuser scenario.

In Fig. 3.11, the energy-delay tradeoff is plotted for the SWARQ protocol for different values of quantity $N_{DT} - K_{DT}/R_0(E_c/N_0)$. This figure shows that the optimal packet lengths are on the order of 60 bits larger than the minimum length implied by the cutoff rate. For high SNR values as small as 10 will provide almost optimal performance, while for low SNR, the number of redundant bits has to increase.

### 3.3 Conclusion

In this chapter, we applied our generating function method to characterize the energy and delay of a wireless network for two proposed protocols modified from 802.11 standard. The first proposed protocol is related to the adaptive energy scheme which is implemented by increasing the energy level per coded bit due to previous failure transmission attempts. The numerical results indicated that both throughput and energy efficiency are improved significantly when the channel SNR is low. The second proposed protocol is to incorporate the IEEE 802.11 protocol with SWARQ-FT. Our results demonstrated that both protocols (original IEEE 802.11 and IEEE 802.11 with SWARQ-FT) are sensitive to the knowledge at the transmitter of the
received SNR. This is a consequence of the steep falloff of packet error probability with respect to SNR for random coding. We expect similar results when LDPC or turbo codes are used. Our methods can be extended to the analysis of other protocols or to consider a wireless network system where more function layers are involved by representing the operation of a protocol with a system state diagram. Once the system state diagram is obtained, we shall be able to derive the joint generating function of interesting random variables for the state diagram. In this thesis, we select energy and delay consumption as our interesting variables since we want to determine the energy and delay tradeoff. However, one may select other variables in the generating function for their analysis purpose, such as event’s cost, event’s reliability, etc. Therefore, the generating function approach allows one to find the entire system performance distribution based on the performance distribution of its elements by using algebraic procedures in a systematic way.

Figure 3.10: Energy-delay curves for $n = 10$ and $K_{DT} = 1400$. Solid lines represent the curves after packets optimization. Dashed lines represent the energy-delay curves for $E_c/N_0$ of 0 and 3 dB using the optimal packet lengths.
Figure 3.11: The dashed lines represent SWARQ after optimization. The number beside the curve is the redundant bits.
CHAPTER IV

Analysis of Energy and Delay for ARQ Systems over Time Varying Channels

4.1 Introduction

Error control techniques can generally be classified either as forward-error-correction (FEC) or as automatic-repeat-request (ARQ). Although FEC can provide a communication system with a fixed throughput which is equal to the code rate, the disadvantage of a conventional FEC system without feedback is that the transmitter does not adjust the error correction capability according to the channel variations. Thus the code rate must be low enough for the worst-case channel. An ARQ system changes the error correction capability to adapt to the channel variation by using a feedback channel. Therefore, ARQ error control systems are more suitable than FEC systems for error control in data communication systems having time varying channels where a feedback channel is available [35, 47]. The advantages of both FEC and ARQ techniques can be obtained by combining the techniques within a single hybrid-ARQ protocol [34].

In general, ARQ protocols are classified into three basic schemes: stop-and-wait (SW), go-back-N (GBN), and selective-repeat (SR). In SW-ARQ, the transmitter must receive the ACK of a packet before transmitting the next packet. This scheme preserves the order of packets but results in low channel utilization if the round-
trip delay is large. In GBN-ARQ, packets are transmitted continuously without waiting for ACKs/NACKs. Upto to $N$ subsequent packets can be transmitted before receiving an ACK/NACK for a given packet. If a NACK is received, the transmitter retransmits the negatively acknowledged packet and all subsequent packets regardless of their acknowledgments. The round trip delay is assumed to be smaller than $N$ times the packet duration and the transmitter is capable of storing $N$ packets. In SR-ARQ, packets are transmitted continuously as in GBN, but only negatively acknowledged packets are retransmitted. Of the three schemes, SR-ARQ achieves the highest throughput but requires the most feedback.

For a fixed amount of energy used per information bit, a wireless communication system adopting FEC can provide higher protection by using a lower code rate. However, a system with lower code rate needs longer delay to transmit the same information packet due to the fixed bandwidth. If we want to decrease the delay required to transmit the same information packet, a system with high code rate requires higher energy per information bit to achieve the same reliability as a system with lower code rate. Similarly, an ARQ system requires higher energy to transmit an information packet successfully with fewer trials (shorter delay to transmit a packet). On the other hand, we may use more attempts (longer delay) to transmit the same information packet successfully and use smaller energy. Therefore, there is a fundamental tradeoff between energy and delay in a wireless communication system.

Many adaptive ARQ protocols have been suggested in the literature to improve the system delay (or equivalently throughput). In [9, 37, 50], different block (packet) sizes and multicopy transmission schemes were used as adaptation mechanisms, respectively. On the other hand, in [44, 26, 40], the authors suggested to vary the
FEC code rate to compensate for the variations in the channel conditions. Although the above papers consider the analysis based on time varying channels, they do not consider the energy consumption as part of the system performance. In [38], the authors investigated the energy savings of an ARQ strategy within two different time varying channels; fast Rayleigh fading and log-normally shadowed Rayleigh fading. However, their work does not provide the exact method to evaluate the system delay. Another important issue that previous research has not addressed is the relation of the channel transition probability with the transmission delay of a packet. Most previous papers just assume that the channel transition probability is the same for different packet lengths. However, this assumption is not reasonable if the variation of packet lengths is large.

In this chapter, we propose an analytical method to determine the joint distribution of the energy and delay of automatic repeat request (ARQ) schemes over time varying channels. By extending the traditional Markov chain [13] that models the channel as well as the transmitter, the overall system operation can be represented by a state diagram that takes into account the joint operation of the transmitter, receiver and channel. The model of the transmitter accounts for different packet lengths used by the transmitter and the model of the receiver accounts for the receiver memory [27]. We determine the joint generating function of the energy consumed and delay incurred of an ARQ system from its state diagram. The joint generating function enables us to characterize the joint energy and delay distribution of the system incorporating physical layer characteristics (packet error probability as a function of energy and delay). The effect of packet length on the channel transition probability is also investigated. As the numerical results demonstrate, the time-varying characteristics of the channel have a great influence on system performance especially at
low channel SNR.

The rest of the chapter is organized as follows. In Section 4.2, we model an ARQ system with a finite state machine (FSM) by considering the transmitter, receiver and channel states jointly. A general ARQ system which allows different packet lengths in each retransmission is discussed and analyzed in Section 4.3. Several practical ARQ systems with specific packet lengths are considered in Section 4.4. The detailed derivation of the generating functions for systems discussed in Subsection 4.4.1 and 4.4.2 will be presented in the appendices. Another kind of ARQ system, go-back-\(N\) ARQ (GBN-ARQ), will be investigated in Section 4.5 and its joint generating function for energy and delay over time varying channels will be derived. In Section 4.6, the cutoff rate for two kinds of receiver structures that contain memory is derived. In Section 4.7, we present numerical results for the performance by considering the energy and delay relationship with random coding for Gilbert-Elliott channels. The conclusions are given in Section 4.8.

### 4.2 FSM Model, Channel Model and Assumptions for ARQ Systems

A finite state machine (FSM) or finite automaton is a model of a system which is composed of states, transitions and actions. Originally defined in the automata theory, FSM’s are used in the theory of computation [12]. Finite state machines are very widely used in modeling of application behavior, design of hardware digital systems, software engineering, study of computation and languages. A state stores a cumulative information about the past, i.e. it reflects the input changes from the system start to the present moment. The content of a state depends on the characteristics and behaviors of the system that we are interested in. A transition indicates a state change and is described by a condition that would need to be fulfilled
to enable the transition. An action is a description of an activity that is to be performed at a given state. A finite state machine is a sextuple $< \Sigma, \Gamma, S, s_0, \delta, \omega >$, where:

- $\Sigma$ is the alphabet of the input variables.
- $\Gamma$ is the alphabet of the output variables.
- $S$ is a finite non empty set of states.
- $s_0$ is an initial state.
- $\delta$ is the state transition function: $\delta : S \times \Sigma \rightarrow S$.
- $\omega$ is the output function $\omega : S \times \Sigma \rightarrow \Gamma$.

By extending the traditional Markov chain that models the channel state, the overall ARQ system operation is represented by a modified FSM that also takes into account the states of the transmitter and the receiver. The states of the transmitter can be used to model the different coding or modulation schemes and the states of the receiver can be utilized to model the receiver memory content or different decoding schemes. For our communication system model, the state for the transmitter, channel and receiver we be consider jointly in the system state space $S$. Also for our purpose the output of modified transition functions $\delta$, i.e., the next state, is a random state with some probability distribution due to the uncertainty of the channel characteristic. To determine the energy and delay generating function of the system, the output at each state is used to characterize the energy and delay consumed at the state. By using the concept of signal flow proposed by Mason [20], the total energy and delay generating function from the initial state to the final state can be obtained from Mason’s gain formula.
Gilbert-Elliott Channel Model

To model time-varying channels, the Gilbert-Elliott channel model is widely used [26]. It uses two states to characterize the channel condition, the state for good channel condition is designated by G and the state for bad channel condition is designated by B. In each channel state, we model the channel as AWGN channel and assume that the channel signal-to-noise ratio (SNR)\(^1\) of good state is SNR\(_G\) and the channel SNR of bad state is SNR\(_B\). We define \(r\) as the ratio of the channel SNR between good and bad states, i.e., \(r = \frac{\text{SNR}_G}{\text{SNR}_B}\). We assume that the duration of the good and bad states are exponentially distributed with mean \(1/\lambda\) and \(1/\mu\), respectively. The value \(\lambda\) is the transition rate from good to bad channel condition and \(\mu\) is the transition rate from bad to good channel condition. From the above system parameters, we can determine the average channel SNR (SNR\(_{\text{avg}}\)), i.e., \(\text{SNR}_{\text{avg}} = \frac{\mu \text{SNR}_G + \lambda \text{SNR}_B}{\lambda + \mu}\). The Gilbert-Elliott channel model can be specified completely if the following four parameters are given: (\(r, \text{SNR}_{\text{avg}}, \lambda, \mu\)). The crossover probabilities between channel states are determined by the time duration of occupying the current state before the event of next channel transition and the channel transition rates. If the time duration for a packet transmission is \(T^*\) where the subscript is used to distinguish different packet types, then the channel transition probability from good state to good (bad) state is \(e^{-\lambda T^*}(1 - e^{-\lambda T^*})\). Similarly, the channel transition probability from bad state to bad (good) state is \(e^{-\mu T^*}(1 - e^{-\mu T^*})\). The channel model is shown in the Fig. 4.1

General ARQ Systems

A general stop and wait (SW) ARQ protocol is described as follows. Whenever there is an information packet with length \(K\) generated, it will be encoded to a

\(^1\)The SNR is the power ratio between a signal (meaningful information) and the background noise.
data packet with length $N_1$. The coded bits are passed to the modulator. The modulator maps the input sequence of bits to a signal waveform. We will assume binary phase-shift keying (BPSK) modulation scheme is used by the transmitter. After the modulated waveform is generated, it is propagated through the channel. We use the symbol $T_b$ to represent the time duration needed to transmit a coded bit and the symbol $E_c$ to indicate the energy consumption required to transmit a coded bit.

The demodulator of the receiver is implemented by a maximum a posterior probability (MAP) criterion in determining the transmitted signal. After demodulation, the data packet will be decoded. If the data packet is decoded correctly at the receiver, the receiver will send an ACK packet back to the transmitter. If it is decoded incorrectly at the receiver, a NACK packet will be sent back to the transmitter and the received signal samples corresponding to the erroneously decoded packet will be stored in the receiver memory. Then the transmitter will encode the same information packet again to a data packet with length $N_2$ and transmit it. After receiving this packet with length $N_2$, the receiver will decode this new packet jointly with those packets stored in the receiver memory. If the data packet is decoded correctly at the receiver, the receiver will send an ACK packet back to the transmitter. If it is de-
coded incorrectly at the receiver, a NACK packet will be sent back to the transmitter and the new erroneously decoded packet \((N_2)\) will be stored in the receiver memory. After receiving the NACK packet, the transmitter will encode the same information packet with length \(N_3\) and retransmit. The above procedure will be repeated until an ACK is received by the transmitter. Because we allow different packet lengths used in each retransmission, therefore, the sequence of packet lengths in transmission given an information packet has the following form: \(\{N_1, N_2, N_3, \cdots\}\). If we use notation \(N\) to represent a set of natural numbers, then the set of \(\{N_1, N_2, N_3, \cdots\}\) can be written as \(\{N_i|i \in \mathbb{N}\}\). When an ACK is received by the transmitter, a new coded packet is transmitted with length \(N_1\). Let \(m_R\) be the maximum number of packets that the receiver can store in its memory. If the number of consecutive packet errors is greater then \(m_R\), the receiver memory will take some action to keep the number of stored packets smaller or equal than \(m_R\). For example, the receiver may update the receiver memory content by storing the newest erroneous packet and discarding the oldest erroneous packet.

We make following assumptions about our system: (1) The ACK and NACK packets are error free, (2) the round-trip delay and the transmission time of the ACK and NACK packets are negligible, (3) delay is incurred only during data packet transmission, (4) energy is consumed only during data packet transmission, the transmission energy of ACK and NACK packets are negligible, (5) the Gilbert-Elliott channel model will be adopted. (6) the event of packet errors is independent of the event of channel transition. However, it is straightforward to consider the cases with ACK/NACK packet error and the round-trip delay under our analytical framework.
4.3 Generating Function Analysis for General ARQ Systems

We will derive the generating function of energy and delay consumption for a general ARQ system in this section. For the notational clarity, the corresponding elements of the FSM for a generalized ARQ system are listed as follows:

- **(Input variables)** Since the system will change its state when an ACK or NACK packet is received by the transmitter, we use $\Sigma$ to represent the input space, i.e., $\Sigma = \{\text{ACK, NACK}\}$.

- **(Output variables)** For the requirements of the generating function approach for the energy and delay consumption between each state transition (as shown in Chapter 2), the symbol $\Gamma$ is used to represent the output space, i.e., $\Gamma = \{X^N, T_b, Y^N, E_c | i \in \mathbb{N}\}$.

- **(State space)** Because the transmitter can use different packet lengths for each retransmission, we use $S_T$ to represent the state space for the transmitter, i.e., $S_T = \{N_i | i \in \mathbb{N}\}$. The channel state space for one packet transmission is denoted as $S_C$ and $S_C = \{G, B\}$ since the Gilbert-Elliott model is adopted.

The state space for the receiver represents the lengths of the packets stored in the memory and the corresponding channel condition. If a memory location does not contain a packet, e.g., at startup, then we represent that by a packet length $N_0$. The state space for the receiver is denoted by $S_R$ which is a collection of vectors of length $2m_R$. The first pair contains the channel state and packet length of the most recently received erroneous packet. The next pair contains the channel state and packet length of the previous erroneously received packet. For example, the state of the receiver for memory with $m_R = 3$ might be $[G, N_3, B, N_2, G, N_1]$. After receiving a packet with length $N_4$ trans-
mitted in the bad channel condition, the next state of the receiver memory will be \([B, N_4, G, N_3, B, N_2]\). We will use use a shorthand notation for the state of the receiver memory by representing \(G_i\) as a packet of length \(N_i\) received when this packet is transmitted in the good channel condition. So the receiver state \([G, N_3, B, N_2, G, N_1]\) can be written compactly as \([G_3, B_2, G_1]\). Therefore, the total state space of the system which contains the information about the channel, the transmitter, and the receiver is denoted as vectors of length \(2(m_R + 1)\).

The first component of this vector represents the channel state and the second component of this vector represents the transmitter state. The remaining \(2m_R\) components represent the receiver memory state. A state of the system, denoted as \(s\), can be written as \(s = [s_C, s_T, s_R]\). For notational simplicity, the total system state can also be expressed as \([G_i, s_R]\) \(([B_i, s_R])\) for the case that the transmitter sends a packet with length \(N_i\) in good (bad) channel condition given that the receiver state is \(s_R\). In Fig. 4.2, we show an example about the transition of states for a system with \(m_R = 2\) with the sliding window operation in the receiver memory. The detail about the sliding window operation in the receiver memory will be presented in subsection 4.4.1.

For later derivation convenience, the state space of packet lengths for the receiver is denoted by \(\tilde{S}_R\) which is a collection of vectors of length \(m_R\). The first component of \(\tilde{S}_R\) contains the packet length of the most recently received erroneous packet. The next component of \(\tilde{S}_R\) contains the packet lengths of the previous erroneously received packets. For example, if the state space for the receiver is \([G, N_3, B, N_2, G, N_1]\), then the the corresponding state space for the packet lengths is \([N_3, N_2, N_1]\). Given an element from \(\tilde{S}_R\), say \(\tilde{s}_R\), and we assume that there are \(a\) packet lengths in the vector \(\tilde{s}_R\). In order to consider all possibil-
Figure 4.2: An example for a general ARQ system with $m_R = 2$. The first slot represents the state of the channel and transmitter. The second and third slots represent the state of the receiver memory. The second (third) slot is used to represent the first (second) position of the the receiver memory.

For the receiver memory states that have these $a$ packet lengths, the index $l$ for $1 \leq l \leq 2^a$, called channel realization index, is used to distinguish different memory states introduced by the randomness of the channel. The channel realization index $l$ is assigned to the set of all channel realizations of these $a$ packets according to the lexicographically order by assuming $G > B$ and the position order of the receiver memory. The symbol $\tilde{s}_R(l)$ represents a state of the receiver memory that the state of packet lengths for the receiver is $\tilde{s}_R$ and the channel realization index is $l$. For example, if $m_R = a = 2$ and $\tilde{s}_R = [N_3, N_3]$, then all possible states of the memory are $\{[G_3, G_3], [G_3, B_3], [B_3, G_3], [B_3, B_3]\}$.

By the above ordering regulation, we have $\tilde{s}_R(1) = [G_3, G_3]$, $\tilde{s}_R(2) = [G_3, B_3]$, $\tilde{s}_R(3) = [B_3, G_3]$ and $\tilde{s}_R(4) = [B_3, B_3]$. We have two ways to represent the memory content; one is $s_R$ and the other is $\tilde{s}_R(l)$. Each element of $S_R$ may differ in the number of packets stored in the receiver memory. However, all memory states associated with $\tilde{s}_R(l)$ have the same number of packets and packet length indices stored in the receiver memory for each channel realization index $l$. 
- (Initial state) The initial state is represented by the symbol $s^{ini}$. This is a state used at the first time transmission of an information packet. If the memory content is empty at the first transmission, then $s^{ini} = G_1$ if the initial channel condition is good and $s^{ini} = B_1$ if the initial channel condition is bad.

- (State transition function) The state transition function, $\delta$, will define the transition between states for different input. It will map an element of space $S \times \Sigma$ to an element of space $S$. If the input is a NACK after the $k$-th transmission, then the state of the system $s^k$ will be mapped into the state $s^{k+1}$ by the transition function $\delta$ as $\delta(s^k, \text{NACK}) \rightarrow s^{k+1}$. The $k$-th transmission is counted from the transmission of the original $K$ information bits with packet length $N_1$ (1-st transmission). If the input is an ACK, then the state of $s^k$ will be mapped into the state of $s^{ini}$ by function $\delta$ as $\delta(s^k, \text{ACK}) \rightarrow s^{ini}$. Since $s = [s_C, s_T, s_R]$, we also have $\delta([s^k_C, s^k_T, s^k_R], \text{NACK}) \rightarrow [s^{k+1}_C, s^{k+1}_T, s^{k+1}_R]$ and $\delta([s^k_C, s^k_T, s^k_R], \text{ACK}) \rightarrow [s^{ini}_C, s^{ini}_T, s^{ini}_R]$. The state transition function $\delta$ will be determined by specified protocol and this is often represented by a state diagram.

- (Output functions) The output function will map a system with state $s^k$ to $X^{N_kT_k}Y^{N_kT_k}$ since the packet length used in the $k$-th transmission is $N_k$.

Recall that an event is a set of random outcomes to which a probability is assigned. For the energy and delay analysis of ARQ systems, we then define the joint generating function of an event as:

$$G_{\text{event}}(X, Y) = Pr(\text{event})X^{T_{\text{event}}}Y^{E_{\text{event}}},$$

(4.1)

where $T_{\text{event}}(E_{\text{event}})$ is the required delay (energy) for this event. If we are interested in evaluating the generating function for a set of disjoint events, then the generating
function for all events in this group has the following form

\[ G_{\text{group}}(X, Y) = \sum_{i \in \text{group}} Pr(\text{event}_i) X^{T_{\text{event}_i}} Y^{E_{\text{event}_i}}, \]  \tag{4.2} 

where \( i \) is the index for events in this group and \( T_{\text{event}_i}(E_{\text{event}_i}) \) is the required delay (energy) for this \( i \)-th event.

We use symbol \( E_{f,G_i|s_R^i} \) to represent the event that the transmitter receives a NACK (failure) after the \( i \)-th transmission of a given packet in the good channel condition given that the receiver memory state is \( s_R^i \). Note that the state space of the system can be expressed as \([G_i, s_R^i]\) when this event happens because the packet length used in the \( i \)-th transmission is \( N_i \). The generating function of this event is represented by \( G_{f,G_i|s_R^i} \) according to (4.1). Similarly, \( G_{f,B_i|s_R^i} \) is used to represent the generating function for the event that the transmitter receives a NACK after the \( i \)-th transmission in bad channel condition given that the receiver memory state is \( s_R^i \).

The probability \( P_{e,G_i|s_R^i} \) \((P_{e,B_i|s_R^i})\) is used to represent the packet error probability for the \( i \)-th transmission in the good (bad) channel condition given that the memory state is \( s_R^i \). If the memory content is empty at \( i \)-th transmission, the probability \( P_{e,G_i}\) \((P_{e,B_i})\) is used to represent the packet error probability for the \( i \)-th transmission in the good (bad) channel condition. We will use the shorthand notation, \( \alpha = 1 - \bar{\alpha} \), for the following derivation.

Because the \( i \)-th (for \( i \geq 2 \)) unsuccessful transmission is preceded by \((i - 1)\) unsuccessful transmissions, the recursive formulas for \( G_{f,G_i|s_R^i} \) and \( G_{f,B_i|s_R^i} \) for ARQ systems can be expressed as

\[
G_{f,G_i|s_R^i}(X, Y) = \sum_{s_{R}^{i-1} \in S_{R}} \left[ G_{f,G_{i-1}|s_{R}^{i-1}}(X, Y) e^{-\lambda N_{i-1}T_b} I(\delta([G_{i-1}, s_{R}^{i-1}], \text{NACK}) = [G_i, s_{R}^i]) + G_{f,B_{i-1}|s_{R}^{i-1}}(X, Y) e^{-\mu N_{i-1}T_b} I(\delta([B_{i-1}, s_{R}^{i-1}], \text{NACK}) = [G_i, s_{R}^i]) \right] \cdot P_{e,G_i|s_R^i}X^{N_iT_b}Y^{N_iE_e}.
\]
\[ G_{f,B_i|s^i_R}(X,Y) = \sum_{s^{i-1}_R \in S_R} \left[ G_{f,G_{i-1}|s^{i-1}_R}(X,Y)e^{-\lambda N_i T_b i}(\delta([G_{i-1}, s^{i-1}_R], \text{NACK}) = [B_{i}, s^i_R]) \right. \\
\left. + G_{f,G_{i-1}|s^{i-1}_R}(X,Y)e^{-\mu N_i T_b i}(\delta([B_{i-1}, s^i_R], \text{NACK}) = [B_{i}, s^i_R]) \right] \cdot P_{e,B_i|s^i_R} X_{N_i T_b Y N_i E_c} \] (4.3)

where \( I(\delta(s^{i-1}, \text{NACK}) = s^i) \) is an indicator function. The function \( I(\delta(s^{i-1}, \text{NACK}) = s^i) \) is 1 if the inside condition is true and \( I(\delta(s^{i-1}, \text{NACK}) = s^i) = 0 \) if the inside condition is false.

By assuming that the system begins with the state space \([G_1]\) or \([B_1]\) (the receiver memory content is empty) and the channel has reached a stationary condition, we set \( G_{f,G_1|s^1_R} = \frac{\mu}{\lambda + \mu} P_{e,G_1} X_{N_i T_b Y N_i E_c} \) and \( G_{f,B_1|s^1_R} = \frac{\lambda}{\lambda + \mu} P_{e,B_1} X_{N_i T_b Y N_i E_c} \). Since the \((i + 1)\)-th successful transmission is preceded by \( i \) unsuccessful transmissions and a successful transmission at the \((i + 1)\)-th trial, the total generating function for a successful transmission can be written as

\[ G_s(X,Y) = \frac{\mu}{\lambda + \mu} P_{e,G_1} X_{N_i T_b Y N_i E_c} + \frac{\lambda}{\lambda + \mu} P_{e,B_1} X_{N_i T_b Y N_i E_c} + \sum_{i=1}^{\infty} \left\{ \sum_{s^1_R \in S_R} \sum_{s^{i+1}_R \in S_R} \left[ G_{f,G_{i+1}|s^i_R} e^{-\lambda N_{i+1} T_b} P_{e,G_{i+1}|s^{i+1}_R} I(\delta([G_{i+1}, s^{i+1}_R], \text{NACK}) = [G_{i+1}, s^{i+1}_R]) \right. \\
\left. + G_{f,G_{i+1}|s^i_R} e^{-\mu N_{i+1} T_b} P_{e,G_{i+1}|s^{i+1}_R} I(\delta([B_{i+1}, s^{i+1}_R], \text{NACK}) = [B_{i+1}, s^{i+1}_R]) \right] \cdot X_{N_{i+1} T_b Y N_{i+1} E_c} \right\} \] (4.4)

where the index \( i \) represents the event that the system fails at the \( i \)-th transmission but succeeds in the \((i + 1)\)-th transmission.

The symbol \( \tilde{s} \) is used to the set of packet lengths transmitted and stored in the receiver, i.e., \( \tilde{s} = [s_T, \tilde{s}_R] \). For the \( ij \)-th transmission, the packet lengths used
for the transmitter state is $s^i_j$ and the receiver state is $\tilde{s}^i_R$. Let $m_j$ be the minimum number (if it exists) such that $s^i_j + m_j = s^i_j$ and $\tilde{s}^i_j + m_j = \tilde{s}^i_R$. We will group all transmission with transmission indices with form as $(i_j + km_j)$ for $k \in \mathbb{Z} = \{\cdots, -2, -1, 0, 1, 2, \cdots\}$ into a group and denote this group as $g_j$. The number $m_j$ is called the transmission period of this group. The set $H$ contains those indices which are not belonged to any group $g_j$. If a set $C$ is the union of two sets $A$ and $B$ and $A \cap B = \emptyset$, we then write $C = A \bigoplus B$. We have the following theorem about our general ARQ systems for the set of all transmission indices $N$, denoted as $TI$.

**Theorem:** If the number of different packet lengths used in the transmitter and the receiver memory size are finite, then the set of $TI$, can be classified as $TI = H \bigoplus \bigoplus_{j=1}^{m} g_j$ according to the state of packet lengths, $s_T$ and $\tilde{s}_R$. The transmission indices in the same group have same packet length indices set $\tilde{s}$ and each group has same period $m$.

**Proof:**

Let $d$ be the number of different packet lengths used in the system, then the total possible system states for the system is less then $(2(d + 1))^{m_R+1}$, which is a finite integer. Suppose the system begins with the initial state $s^{ini} \equiv s^0$, then $s^k = \delta^k(s^0, \text{NACK})$ represents the system state after $k$ failures for $k \in \mathbb{N}$. We cannot require that the system states are always different after $(2(d + 1))^{m_R+1}$ failures by the Pigeonhole Principle. Therefore, the number of $m_j$ must be finite.

By examining the states of packet lengths for all transmission indices from $\tilde{s}^{ini} = \tilde{s}^1$, if the state $\tilde{s}^{i_1+m_1}$ is the first repeating state of any one state for packet lengths state in previous $(i_1 + m_1 - 1)$ transmissions, say $\tilde{s}^{i_1}$. We claim that the state for packet lengths $\tilde{s}$ is the same for those indices $(i_1 + km_1)$ for $k \in \{0\} \cup \mathbb{N}$. Because the state $\tilde{s}^{i_1+1+m_1}$ will be equal to the state $\tilde{s}^{i+1}$ since they are the outputs of the
same inputs ($\tilde{s}^{i_1+m_1} = \tilde{s}^{i_1}$). From the mathematical induction, the state $\tilde{s}^{i_1+n}$ will be equal to the state $\tilde{s}^{i_1+m_1+n}$ for any positive integer $n$. Therefore, if we set $n = k'm_1$ ($k' \in \mathbb{N}$), then $\tilde{s}^{i_1+k'm_1} = \tilde{s}^{i_1+m_1+k'm_1}$. Therefore, the state for packet lengths $\tilde{s}$ is the same for those indices $(i_1 + km_1)$ for $k \in \{0\} \cup \mathbb{N}$.

If $m_1 \neq 1$, the state $\tilde{s}^{(i_1+1)}$ is different from $\tilde{s}^{i_1}$ since there are no repeating states in
\[\{\tilde{s}^{(i_1+1)}, \tilde{s}^{i_1+2}, \ldots, \tilde{s}^{i_1+m_1-1}\}\] for $\tilde{s}^{i_1}$. Then the system state $\tilde{s}^{(i_1+1)+m_1}$ will be equal to the system state $\tilde{s}^{(i_1+1)}$ since they are the outputs of the same inputs ($\tilde{s}^{i_1+m_1} = \tilde{s}^{i_1}$) by state transition function $\delta$. Again, by mathematical induction, the state $\tilde{s}^{(i_1+1)+n}$ will be equal to the state $\tilde{s}^{(i_1+1)+m_1+n}$ for any positive integer $n$. Therefore, the state for packet lengths $\tilde{s}$ is the same for those indices $((i_1 + 1) + km_1)$ for $k \in \{0\} \cup \mathbb{N}$.

The states for $\tilde{s}^{(i_1+j-1)}$ are different from each other for $1 \leq j \leq m_1$ since $m_1$ is the period of the group $g_1$ and, for each $j$, we know that the states for indices $((i_1+j-1)+km_1)$ for $k \in \{0\} \cup \mathbb{N}$ are same from mathematical induction argument shown in the previous paragraph. Therefore, for each $j \in \{1, 2, \ldots, m_1\}$, we group the transmission indices $((i_1+j-1)+km_1)$ as group $g_j$. It is easy to see that
\[g_{k_1} \cap g_{k_2} = \{(i_1+k_1-1)+km_1\} \cap \{(i_1+k_2-1)+km_1\} = \phi\] if $k_1 \neq k_1$, hence, there are $m_1$ groups since $k_1 \in \{1, 2, \ldots, m_1\}$. And we set $m_1 = m$.

The elements in group $H$ will be $\{1, 2, \ldots, (i_1-1)\}$ from above construction since the indices $\{1, 2, \ldots, (i_1-1)\}$ do not belong to any groups in $g_k$ for $1 \leq k \leq m$. We can find that the set of $TI = \{1, 2, 3, \ldots\} = H \bigoplus_{j=1}^{m} g_j$.

If $m_1 = 1$, the state with transmission indices $i_1 + km_1 = i_1 + k$ will be same. In this case, the set of $TI$ will become $H \bigoplus g_1$ and $g_1 = \{i_1, i_1 + 1, i_1 + 2, \ldots\}$ since there is only one group.

\[\square\]
If we consider a general ARQ system with finite number of different packet lengths, then the general formula of total generating function shown in (4.4) can be expressed in a more structured way due to the previous theorem. Because the generating function for those unsuccessful transmissions with transmission indices in group \( g_j \) can be evaluated systematically with closed form. We define a packet length index assignment function, \( T \), which assigns the \( p \)-th transmission to \( q = T(p) \) where \( q \) is the index for packet length used in the \( p \)-th transmission. The function \( T \) is determined by the state transition function \( \delta \). Then \( T(i_j) \) will indicate the packet length used for transmissions in group \( g_j \). The symbol \( \tilde{s}_{R,g_j}(l_j) \) \( (l_j \) is the channel realization index) is used to represent a state of the receiver memory in group \( g_j \).

We use symbol \( E_{f,G_T(i_j)|\tilde{s}_{R,g_j}(l_j)} \) to represent the group of events that the transmitter receives a NACK after the \((i_j + km)\)-th transmission in the good channel state given that the receiver memory state is \( \tilde{s}_{R,g_j}(l_j) \). The generating function of this group is denoted as \( G_{f,G_T(i_j)|\tilde{s}_{R,g_j}(l_j)} \). Similarly, \( E_{f,B_T(i_j)|\tilde{s}_{R,g_j}(l_j)} \) is used to represent the group of the events that the transmitter receives a NACK after the \((i_j + km)\)-th transmission in the bad channel state given that the receiver memory state is \( \tilde{s}_{R,g_j}(l_j) \). Let \( P_{f,G_T(i_j)|\tilde{s}_{R,g_j}(l_j)}^{i_j+qm} \) \( (P_{f,B_T(i_j)|\tilde{s}_{R,g_j}(l_j)}^{i_j+qm}) \) be the probability of the event that the transmitter can not receive an ACK packet after the \((i_j +qm)\)-th transmission with good (bad) channel condition given that the receiver memory state is \( \tilde{s}_{R,g_j}(l_j) \). Then, we have

\[
G_{f,G_T(i_j)|\tilde{s}_{R,g_j}(l_j)} = \sum_{q=0}^{\infty} P_{f,G_T(i_j)|\tilde{s}_{R,g_j}(l_j)}^{i_j+qm} \left[ (\sum_{k=1}^{i_j} N_{T(k)}) + q(\sum_{p=i_j+1}^{i_j+m} N_{T(p)}) \right] \times
\]

\[
\times Y \left[ (\sum_{k=1}^{i_j} N_{T(k)}) + q(\sum_{p=i_j+1}^{i_j+m} N_{T(p)}) \right] E_c
\]
where the symbol $m_{R,g_j}$ represents the number of packets stored in the receiver memory for transmissions in group $g_j$. The components of matrix $\begin{bmatrix} g_j G(k)G(l) \\ c_{jB(k)G(l)} \end{bmatrix}$ are the transition probabilities for the system which suffers an unsuccessful transmission at the $(i_j + qm)$-th transmission with good channel condition to the system which has an unsuccessful transmission at the $(i_j + (q+1)m)$-th transmission with good channel condition. The component for the position $(k, l)$ of matrix $\begin{bmatrix} g_j G(k)B(l) \\ c_{jB(k)B(l)} \end{bmatrix}$ is obtained by considering the $m$ consecutive packet errors and channel transitions from the system.
state \([G_{T(i)}, s_{R,g_j}(k)]\) to \([G_{T(i)}, s_{R,g_j}(l)]\). Similar explanations could be applied for components in matrices \([c_{G(k)}^{G_j}(l)]\), \([c_{B(k)}^{G_j}(l)]\) and \([c_{B(k)}^{G_j}(l)]\).

The value of \([c_{G(k)}^{G_j}(l)]\) is derived as follows

\[
c_{G(k)}^{G_j}(l) = \sum_{s(i+m-1)\in S} \sum_{s(i+m-2)\in S} \cdots \sum_{s(i+1)\in S} \left[ \prod_{k=1}^{m-2} t_{s(i+k+1)} \right] t_{s(i+k)}^{G_j} \left[ G_{T(i)}, s_{R,g_j}(k) \right] t_{s(i+m-1)}^{G_j} \\]  

(4.7)

where the summation symbol \(\sum\) for \(p \in \mathbb{N}\) denotes the sum over all possible system states at the \(p\)-th transmission. The symbol \(t_{s_p}^{(p+1)}\) for \(p \in \mathbb{N}\) denotes the state transition probability from a state, \(s^p = [s^p_C, s^p_T, s^p_R]\), at the \(p\)-th transmission to a state, \(s^{p+1} = [s^{p+1}_C, s^{p+1}_T, s^{p+1}_R]\), at the \((p+1)\)-th transmission. It is given by

\[
t_{s^p}^{(p+1)} = \begin{cases} 
  e^{-\lambda N_{T(p)} T_b} P_{c,G_T(p)|s^p_R} & \text{if } s_C^p = G, s_C^{(p+1)} = G, \delta(s^p, \text{NACK}) = s^{(p+1)} \\
  e^{-\mu N_{T(p)} T_b} P_{c,B_T(p)|s^p_R} & \text{if } s_C^p = G, s_C^{(p+1)} = B, \delta(s^p, \text{NACK}) = s^{(p+1)} \\
  e^{-\mu N_{T(p)} T_b} P_{c,G_T(p)|s^p_R} & \text{if } s_C^p = B, s_C^{(p+1)} = G, \delta(s^p, \text{NACK}) = s^{(p+1)} \\
  0, & \text{otherwise}
\end{cases}
\]

(4.8)

where \(s^p_C\) and \(s^{(p+1)}_C\) are the channel conditions for the \(p\) and \((p+1)\)-th transmissions.

The components in matrix \([c_{G(k)}^{G_j}(l)]\), \([c_{B(k)}^{G_j}(l)]\) and \([c_{B(k)}^{G_j}(l)]\) can be derived similarly as shown in (4.7) by just changing the channel conditions at the \(i_j\)-th and \((i_j+m)\)-th transmissions. If we multiply both sides of (4.6) by \(X_{(\sum_{k=1}^{i_j} N_{T(k)} + q(\sum_{p=i_j+1}^{i_j+m} N_{T(p)})) T_b}\)
\[
\begin{bmatrix}
G_{f,G_T(ij)|\bar{s}_{R,gj}(1)} \\
G_{f,G_T(ij)|\bar{s}_{R,gj}(2)} \\
\vdots \\
G_{f,G_T(ij)|\bar{s}_{R,gj}(2^{m_{R,gj}})} \\
G_{f,B_T(ij)|\bar{s}_{R,gj}(1)} \\
G_{f,B_T(ij)|\bar{s}_{R,gj}(2)} \\
\vdots \\
G_{f,B_T(ij)|\bar{s}_{R,gj}(2^{m_{R,gj}})}
\end{bmatrix}
= 
\begin{bmatrix}
A_{f,G_T(ij)|\bar{s}_{R,gj}(1)} \\
A_{f,G_T(ij)|\bar{s}_{R,gj}(2)} \\
\vdots \\
A_{f,G_T(ij)|\bar{s}_{R,gj}(2^{m_{R,gj}})} \\
A_{f,B_T(ij)|\bar{s}_{R,gj}(1)} \\
A_{f,B_T(ij)|\bar{s}_{R,gj}(2)} \\
\vdots \\
A_{f,B_T(ij)|\bar{s}_{R,gj}(2^{m_{R,gj}})}
\end{bmatrix} - 
\begin{bmatrix}
G_{f,G_T(ij)|\bar{s}_{R,gj}(1)} \\
G_{f,G_T(ij)|\bar{s}_{R,gj}(2^{m_{R,gj}})} \\
\vdots \\
G_{f,B_T(ij)|\bar{s}_{R,gj}(1)} \\
G_{f,B_T(ij)|\bar{s}_{R,gj}(2^{m_{R,gj}})} \\
\vdots \\
G_{f,B_T(ij)|\bar{s}_{R,gj}(2^{m_{R,gj}})}
\end{bmatrix}
\]

where

\[
A_{f,G_T(ij)|\bar{s}_{R,gj}(l_j)} = G_{f,G_T(ij)|\bar{s}_{R}(l_j)}
A_{f,B_T(ij)|\bar{s}_{R,gj}(l_j)} = G_{f,B_T(ij)|\bar{s}_{R}(l_j)}.
\]

The quantity in (4.10) can be evaluated from (4.3) by setting \(i\) in (4.3) as \(T(i_j)\) and \(s^i_R\) in (4.3) as \(\bar{s}_{R,gj}(l_j)\).

From (4.9), we can solve the generating functions of \(G_{f,G_T(ij)|\bar{s}_{R,gj}(l_j)}\) and \(G_{f,B_T(ij)|\bar{s}_{R,gj}(l_j)}\) for \(1 \leq l_j \leq 2^{m_{R,gj}}\) in closed form. The symbol \(s^i_{R,gj,G}\) represents the state of the
memory for the system state generated by $\delta([G_{T(i)}, \tilde{s}_{R,gj}(l_j)], \text{NACK})$. Similarly, the symbol $s_{R,gj,B}$ represents the state of the memory for the system state generated by $\delta([B_{T(i)}, \tilde{s}_{R,gj}(l_j)], \text{NACK})$. Therefore, the total generating function is composed of two parts. The first part is the generating function for those successful transmissions which do not belong to any indices of the form $(i_j + km + 1)$. We use $G_i(X,Y)$ to represent the generating function for the $i$-th successful transmission.

This part of the generating function can be evaluated from (4.3). The second part is the generating function for those successful transmissions with transmission indices form $(i_j + km + 1)$. Hence, we can express the total generating function, $G_s$, for the system as:

$$G_s(X,Y) = \sum_{i=1}^{i_1} G_i(X,Y) + \sum_{j=1}^{m} \left\{ \sum_{l_j=1}^{2^{m_{R,gj}}} [G_{f,G_{T(i)}}|\tilde{s}_{R,gj}(l_j)]e^{-\lambda N_{T(i)}T_b}P_{e,G_{T(i)+1}}|s_{R,gj},G} + G_{f,B_{T(i)}}|\tilde{s}_{R,gj}(l_j)]e^{-\mu N_{T(i)}T_b}P_{e,B_{T(i)+1}}|s_{R,gj},G} + G_{f,B_{T(i)}}|\tilde{s}_{R,gj}(l_j)]e^{-\mu N_{T(i)}T_b}P_{e,B_{T(i)+1}}|s_{R,gj},B} + G_{f,B_{T(i)}}|\tilde{s}_{R,gj}(l_j)]e^{-\mu N_{T(i)}T_b}P_{e,B_{T(i)+1}}|s_{R,gj},G}]X^{N_{T(i)+1}T_b}Y^{N_{T(i)+1}E_c} \right\} \quad (4.11)$$

where

$$G_i(X,Y) = \sum_{s_R^{-1} \in S_R} \sum_{s_R^i \in S_R} \left[ G_{f,G_{T(i-1)}}|s_R^{-1}]e^{-\lambda N_{T(i-1)}T_b}P_{e,G_{T(i)}}|s_R^i}I(\delta([G_{T(i-1)}, s_R^{-1}], \text{NACK}) = [G_{T(i)}, s_R^i]) + G_{f,B_{T(i-1)}}|s_R^{-1}]e^{-\mu N_{T(i-1)}T_b}P_{e,B_{T(i)}}|s_R^i}I(\delta([B_{T(i-1)}, s_R^{-1}], \text{NACK}) = [B_{T(i)}, s_R^i]) + G_{f,G_{T(i-1)}}|s_R^{-1}]e^{-\lambda N_{T(i-1)}T_b}P_{e,G_{T(i)}}|s_R^i}I(\delta([G_{T(i-1)}, s_R^{-1}], \text{NACK}) = [B_{T(i)}, s_R^i]) + G_{f,B_{T(i-1)}}|s_R^{-1}]e^{-\mu N_{T(i-1)}T_b}P_{e,B_{T(i)}}|s_R^i}I(\delta([B_{T(i-1)}, s_R^{-1}], \text{NACK}) = [B_{T(i)}, s_R^i]) \right] \cdot X^{N_{T(i)}T_b}Y^{N_{T(i)}E_c}. \quad (4.12)$$
4.4 Some Practical ARQ Systems

In this section, we will specialize the general ARQ systems to two special categories. In the first category, we will consider ARQ systems which have the sequence of packets with the following form: \( \{N_1, N_2, \cdots, N_m, N, \cdots \} \). We call this version of ARQ as nonrepeating ARQ (NR-ARQ). This category will be discussed in Subsection 4.4.1. In the second category, we will consider ARQ systems which have the sequence of packets with the following form:

\[ \{N_1, N_2, \cdots, N_m, N_1, N_2, \cdots, N_m, N_1, N_2, \cdots, N_m, \cdots \} \]

We call this repeating ARQ (R-ARQ). This category will be discussed in Subsection 4.4.2.

4.4.1 SW-ARQ over Time-Varying Channels: No Repetition

In this section, we will first consider a NR-ARQ system which the receiver does not contain any memory. Then, we will discuss a NR-ARQ system with memory in the receiver.

Memoryless Receiver

The protocol of SW-ARQ with incremental redundancy is described as follows. Whenever there is an information packet with length \( K \) generated, it will be encoded to a data packet with length \( N_1 \). If the data packet is decoded correctly at the receiver, the receiver will send an ACK packet back to the transmitter. If it is decoded incorrectly at the receiver, a NACK packet will be sent back to the transmitter. Then the transmitter will encode the same information packet again to a data packet with length \( N_2 \) and retransmit it. If the data packet is decoded correctly at the receiver, the receiver will send an ACK packet back to the transmitter. If it is decoded incorrectly at the receiver, a NACK packet will be sent back to the transmitter. Let \( m \) be the number of different packet lengths adopted by the transmitter. The coded
packet lengths have the following relation: \( N_1 < N_2 < \cdots < N_m \).

Figure 4.3: Stop-and-Wait ARQ protocol with increment redundancy.

We can use a FSM to model this system. The set of \( \Sigma \) is composed of \{ACK, NACK\}. The set \( \Gamma \), which indicates the output functions of energy and delay for packets transmission, is composed of \( \Gamma = \{X^{N_1T_b}Y^{N_1E_c}, X^{N_2T_b}Y^{N_2E_c}, \ldots, X^{N_mT_b}Y^{N_mE_c}\} \) where \( T_b \) is the transmission time of a coded bit and the \( E_c \) is the transmission energy of a coded bit. The transmitter/channel state space, \([S_C, S_T]\), consists of \{\(G_1, B_1, G_2, B_2, \ldots, G_m, B_m\}\}. The symbol \(G_i(B_i)\) for \((1 \leq i \leq m)\) represents a packet of packet length index \(i\) ready to be transmitted and the channel condition is good (bad) in transmitting this packet. We do not assign states to the receiver because a receiver without memory only decodes the latest packet sent from the transmitter for the whole ARQ procedure. The initial state is \(G_1\) or \(B_1\) depending on whether the channel condition is in a good or bad state. The channel state transition probability from a good state to a bad state after transmitting a packet with length \(N_i\) is \(1 - e^{-\lambda N_iT_b}\) due to the exponential distribution of the channel state duration. Similarly, \(e^{-\lambda N_iT_b}\), \(e^{-\mu N_iT_b}\) and \(1 - e^{-\mu N_iT_b}\) are state transition probabilities from G-G, B-B, and B-G, respectively. According to our protocol shown in Fig. 4.3, we can summarize the FSM states in Fig. 4.4. The state transition probabilities and output functions are given in Table 4.1. Note that \(\overline{P} = 1 - P\) for a probability
Table 4.1: Output functions and state transition probabilities for SWARQ

<table>
<thead>
<tr>
<th>previous state</th>
<th>next state</th>
<th>transition prob.</th>
<th>output function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_i)</td>
<td>(G_{i+1})</td>
<td>(e^{-\lambda N_i T_b} P_{e,G_i})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(B_i)</td>
<td>(G_{i+1})</td>
<td>(e^{-\lambda N_i T_b} P_{e,G_i})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(G_1)</td>
<td>(G_1)</td>
<td>(e^{-\lambda N_i T_b} P_{e,G_i})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(B_1)</td>
<td>(G_1)</td>
<td>(e^{-\lambda N_i T_b} P_{e,G_i})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
</tbody>
</table>

\(1 \leq i \leq m - 1\)

\(G_m\)

<table>
<thead>
<tr>
<th>next state</th>
<th>transition prob.</th>
<th>output function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_{i+1})</td>
<td>(e^{-\lambda N_m T_b} P_{e,G_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(B_{i+1})</td>
<td>(e^{-\lambda N_m T_b} P_{e,G_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(G_1)</td>
<td>(e^{-\lambda N_m T_b} P_{e,G_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(B_1)</td>
<td>(e^{-\lambda N_m T_b} P_{e,G_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
</tbody>
</table>

\(1 \leq i \leq m - 1\)

\(B_m\)

<table>
<thead>
<tr>
<th>next state</th>
<th>transition prob.</th>
<th>output function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_{m+1})</td>
<td>(e^{-\mu N_m T_b} P_{e,B_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(B_{m+1})</td>
<td>(e^{-\mu N_m T_b} P_{e,B_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(G_1)</td>
<td>(e^{-\mu N_m T_b} P_{e,B_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
<tr>
<td>(B_1)</td>
<td>(e^{-\mu N_m T_b} P_{e,B_m})</td>
<td>(X^N_{T_b} Y^N_{T_b} E_c)</td>
</tr>
</tbody>
</table>

quantity \(P\).

Memory Receiver

Memory ARQ (MARQ) is a method of improving the performance of ARQ over a non-stationary channel by storing and using received erroneous packets to aid decoding which are discarded by a memoryless ARQ protocol. We begin with the description of our SW-MARQ protocol.

The MARQ protocol is the same as the SW-ARQ protocol described in subsec-
tion 4.4.1 except that the receiver will store up to $m_R$ previously erroneous packets. If the receiver receives an erroneous packet after the memory is full, the receiver will update the receiver memory content by storing the newest erroneous packet at the position 1 of the receiver memory and discard the oldest erroneous packet originally stored at the position $m_R$. The receiver will clear all stored packets in its memory when it receives a correct packet. In Fig. 4.5, the operation of the receiver memory is illustrated.

The FSM model for a SW-MARQ system is the same as a SW-ARQ system except the receiver state. We need to add to the receiver state space $S_R$ to characterize the memory content. A state to describe SW-MARQ system consists of three parts. For example, a state $[G_3, [G_2, B_1]]$ represents that the transmitter transmits with packet length $N_3$ with good (G) channel condition and the memory content of the receiver is two erroneous packets: the first position of the receiver memory stores a packet with length $N_2$ which received when the channel condition is good (G) and the second
position of the receiver memory stores a packet with length $N_1$ which is received when the channel condition is bad (B). The packet error probability corresponding to this state is $P_{e,G_3|G_2B_1}$. In Fig. 4.6, the FSM diagram for SW-MARQ with $m = 2$ and $m_R = 1$ is shown.

For general values of $m$ and $m_R$, we can summarize the FSM states, state transition probabilities, and output functions (denoted by energy and delay generating function) in table 4.2. In the following tables of this section, we only write those components of the system state vector, e.g., $G_1$ will be equal to a system state $[G_1, \phi, \cdots, \phi]$. The symbol $R_i$ represents the memory content of some position in the receiver memory, the subscript $i$ is used to distinguish the different position of the receiver memory. In the columns of the ”previous state” and ”probability”, $R_i$ represents the memory content of the $i$-th position in the receiver memory. However, in the column of the ”next state”, $R_i$ represents the memory content of the $(i+1)$-th position in the receiver memory. The symbol $R_i$ could be $G_j$ or $B_j$ where $j$ is the index of the packet length.
Table 4.2: Output functions and state transition probabilities for SWMARQ

<table>
<thead>
<tr>
<th>Previous state;</th>
<th>Next state</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_1 )</td>
<td>( G_1 )</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_1} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>( B_1 )</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_1} )</td>
</tr>
<tr>
<td>[ G_2, G_1 ]</td>
<td>[ G_2, G_1 ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_1} )</td>
</tr>
<tr>
<td>[ B_2, G_1 ]</td>
<td>[ B_2, G_1 ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_1} )</td>
</tr>
<tr>
<td>[ G_1 ]</td>
<td>( G_1 )</td>
<td>( e^{-\mu N_i T_b}P_{e,B_1} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>( B_1 )</td>
<td>( e^{-\mu N_i T_b}P_{e,B_1} )</td>
</tr>
<tr>
<td>[ G_2, B_1 ]</td>
<td>[ G_2, B_1 ]</td>
<td>( e^{-\mu N_i T_b}P_{e,B_1} )</td>
</tr>
<tr>
<td>[ B_2, B_1 ]</td>
<td>[ B_2, B_1 ]</td>
<td>( e^{-\mu N_i T_b}P_{e,B_1} )</td>
</tr>
<tr>
<td>[ G_i, R_1, R_2, \ldots, R_k ]</td>
<td>( G_1 )</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>( G_1 )</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_i ]</td>
<td>( B_i )</td>
<td>( e^{-\lambda N_i T_b}P_{e,B_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_i ]</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_i, R_1, R_2, \ldots, R_k ]</td>
<td>( G_1 )</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_i ]</td>
<td>( B_i )</td>
<td>( e^{-\lambda N_i T_b}P_{e,B_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_i ]</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_i, R_1, R_2, \ldots, R_k ]</td>
<td>( G_1 )</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_i ]</td>
<td>( B_i )</td>
<td>( e^{-\lambda N_i T_b}P_{e,B_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_i ]</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_i, R_1, R_2, \ldots, R_k ]</td>
<td>( G_1 )</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, G_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_i ]</td>
<td>( B_i )</td>
<td>( e^{-\lambda N_i T_b}P_{e,B_i} )</td>
</tr>
<tr>
<td>( X_{N_i} Y_{N_1} E_c )</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_i ]</td>
<td>[ G_i ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ G_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
<tr>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>[ B_{i+1}, B_i, R_1, \ldots, R_k ]</td>
<td>( e^{-\lambda N_i T_b}P_{e,G_i} )</td>
</tr>
</tbody>
</table>
4.4.2 SW-ARQ over Time-Varying Channels: Repetition

In this section, we will consider an ARQ systems with repetition packet length. There are three kinds of repetition ARQ systems analyzed in this section; the first ARQ system does not contain any memory in the receiver, the second ARQ system equips the receiver with memory and uses a sliding window scheme as mentioned in Section 4.4.1, the third ARQ system also equips the receiver with memory but the receiver memory contents will be updated to be empty after the receiver cannot decode correctly when the memory buffer is full.

Memoryless Receiver

In this subsection, we will consider ARQ systems with a memoryless receiver. The protocol, named repetition SW-ARQ with memoryless receiver (R-SW-ARQ-ML), operates as follows. At the transmitter, whenever there is an information packet with length $K$ generated, it will be encoded to a data packet with length $N_1$. If the data packet is decoded correctly at the receiver, the receiver will send an ACK packet back to the transmitter. If a detectable but uncorrectable error occurs at the receiver, a NACK packet will be sent back to the transmitter. Then the transmitter will encode the same information packet to a data packet with length $N_2$ and transmit the packet. If the data packet is decoded correctly at the receiver, the receiver will send an ACK packet back to the transmitter. If a detectable but uncorrectable error occurs at the receiver, a NACK packet will be sent back to the transmitter. Let $m$ be the number of different packet lengths used by the transmitter. Therefore, if the transmitter can not receive an ACK by sending a data packet with length $N_m$ at $m$-th transmission, the transmitter will encode the information packet to a data packet with length $N_1$ again. If it is decoded in error at the receiver, the
transmitter will encode the same information packet to a data packet with length $N_2$ again. If the transmitter cannot receive an ACK by sending a data packet with length $N_m$ at $2m$-th transmission, it will encode the information packet to a data packet with length $N_1$ at $2m + 1$-th transmission. The repetition procedure of these $m$ different packet lengths will be terminated if an ACK packet is received. The operation of this protocol is shown in part (a) of Fig. 4.7. Each piece of the bold line in Fig. 4.7 indicates the packets in the receiver memory used to decode jointly when the transmitter has transmitted the last packet underscored by each piece of the bold line.

By using the FSM model described in Section 4.2, we can summarize the state
transition probabilities and output functions (denoted by energy and delay generating function) in Table 4.3.

**Memory Receiver: Sliding Window**

The protocol discussed in this subsection is the same as the repetition SW-ARQ protocol described in 4.4.2 except that the receiver will store up to $m_R$ previously erroneous packets. We set $m_R = m - 1$ be the maximum number of packets that the receiver can store in its memory. If the receiver receives an erroneous packet after the memory is full, the receiver will update its memory content by storing the newest erroneous packet and discarding the oldest erroneous packet. The receiver will clear all stored packets in its memory when it receives a correct packet.

The FSM model for repetition SW-ARQ systems with sliding window memory (R-SW-ARQ-SWM) is extended to a repetition SW-ARQ system by including the receiver state. We need to add the receiver state $S_R$ to characterize the memory content. A state space to describe R-SW-ARQ-SWM system consists of three parts. The first part of the state represents the channel condition. The second part is used to represent the packet lengths for transmission. The third part denotes the
Table 4.3: Table for transition probabilities and output functions of R-SW-ARQ-ML

<table>
<thead>
<tr>
<th>previous state</th>
<th>next state</th>
<th>transition prob.</th>
<th>output function</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_i$</td>
<td>$G_{i+1}$</td>
<td>$e^{-\lambda N_i T_b} P_{e,G_i}$</td>
<td>$X^{N_i T_b} Y^{N_i E_c}$</td>
</tr>
<tr>
<td>$G_i$</td>
<td>$B_{i+1}$</td>
<td>$e^{-\lambda N_i T_b} P_{e,G_i}$</td>
<td>$X^{N_i T_b} Y^{N_i E_c}$</td>
</tr>
<tr>
<td>$G_i$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_i T_b} P_{e,G_i}$</td>
<td>$X^{N_i T_b} Y^{N_i E_c}$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
<td>$X^{N_1 T_b} Y^{N_1 E_c}$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$B_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
<td>$X^{N_1 T_b} Y^{N_1 E_c}$</td>
</tr>
<tr>
<td>$G_m$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_m T_b} P_{e,G_m}$</td>
<td>$X^{N_m T_b} Y^{N_m E_c}$</td>
</tr>
<tr>
<td>$G_m$</td>
<td>$B_1$</td>
<td>$e^{-\lambda N_m T_b} P_{e,G_m}$</td>
<td>$X^{N_m T_b} Y^{N_m E_c}$</td>
</tr>
<tr>
<td>$B_i$</td>
<td>$G_{i+1}$</td>
<td>$e^{-\mu N_i T_b} P_{e,B_i}$</td>
<td>$X^{N_i T_b} Y^{N_i E_c}$</td>
</tr>
<tr>
<td>$B_i$</td>
<td>$B_{i+1}$</td>
<td>$e^{-\mu N_i T_b} P_{e,B_i}$</td>
<td>$X^{N_i T_b} Y^{N_i E_c}$</td>
</tr>
<tr>
<td>$B_i$</td>
<td>$G_1$</td>
<td>$e^{-\mu N_i T_b} P_{e,B_i}$</td>
<td>$X^{N_i T_b} Y^{N_i E_c}$</td>
</tr>
<tr>
<td>$B_i$</td>
<td>$B_1$</td>
<td>$e^{-\mu N_i T_b} P_{e,B_i}$</td>
<td>$X^{N_i T_b} Y^{N_i E_c}$</td>
</tr>
<tr>
<td>$B_m$</td>
<td>$G_1$</td>
<td>$e^{-\mu N_m T_b} P_{e,B_m}$</td>
<td>$X^{N_m T_b} Y^{N_m E_c}$</td>
</tr>
<tr>
<td>$B_m$</td>
<td>$B_1$</td>
<td>$e^{-\mu N_m T_b} P_{e,B_m}$</td>
<td>$X^{N_m T_b} Y^{N_m E_c}$</td>
</tr>
</tbody>
</table>

contents of the receiver memory. For example, state $[G_3, G_2, B_1]$ represents that the transmitter transmits with packet length $N_3$ with good (G) channel condition and the memory contents of the receiver is two erroneous packets: the first packet with length $N_1$ is received when the channel condition is bad (B) and the second packet with length $N_2$ is received when the channel condition is good (G). The packet error probability corresponding to this state is $P_{e,G_3|G_2 B_1}$. In Fig. 4.9, the FSM diagram for SW-MARQ with $m = 2$ and $m_R = 1$ is shown.

For general values of $m$ and $m_R$, we summarize the FSM states, state transition probabilities, and output functions (denoted by energy and delay generating function) in Table 4.4.

Memory Receiver: Non Overlap

In this section, we consider the case that $m_R = m - 1$ is the maximum number of packets that the receiver can store in its memory. The protocol is the same as the repetition SW-ARQ protocol with the receiver memory described in 4.4.2 except
<table>
<thead>
<tr>
<th>previous state; output</th>
<th>next state</th>
<th>probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$B_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>$[G_2, G_1]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[B_2, G_1]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$B_1$</td>
<td>$G_1$</td>
<td>$e^{-\mu N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$B_1$</td>
<td>$e^{-\mu N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[G_1, B_1]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[B_2, B_1]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$[G_1, R_1, R_2, \ldots, R_{i-1}]$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$i &lt; m$</td>
<td>$B_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[G_{i+1}, G_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[B_{i+1}, G_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$[B_1, R_1, R_2, \ldots, R_{i-1}]$</td>
<td>$G_1$</td>
<td>$e^{-\mu N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$i &lt; m$</td>
<td>$B_1$</td>
<td>$e^{-\mu N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[G_{i+1}, B_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\mu N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[B_{i+1}, B_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\mu N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$[G_1, R_1, R_2, \ldots, R_m]$, $1 \leq i \leq m$;</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$B_1$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[G_{I1}, G_i, R_1, \ldots, R_{m_{R-1}}]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[B_{I1}, G_i, R_1, \ldots, R_{m_{R-1}}]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$[B_1, R_1, R_2 \ldots R_m]$, $1 \leq i \leq m$;</td>
<td>$G_1$</td>
<td>$e^{-\mu N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$B_1$</td>
<td>$e^{-\mu N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[G_{I1}, B_i, R_1, \ldots, R_{m_{R-1}}]$</td>
<td>$e^{-\mu N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$X^{N_1 T_b} Y^{N_1 E_e}$</td>
<td>$[B_{I1}, B_i, R_1, \ldots, R_{m_{R-1}}]$</td>
<td>$e^{-\mu N_1 T_b} P_{e,B_1}$</td>
</tr>
</tbody>
</table>
that the receiver will also refresh its memory contents to be empty after the capacity of the receiver memory reaches $m_R$ as shown in part (c) of Fig. 4.7. In Fig. 4.10, the FSM diagram for SW-ARQ systems with non-overlapping window memory (R-SW-ARQ-NOM) with $m = 2$ and $m_R = 1$ is shown. For general values of $m$ and $m_R$, we can summarize the FSM states, state transition probabilities, and output functions in Table 4.5.

4.5 Go-Back-N ARQ

We begin this section by describing the operation of Go-Back-N ARQ (GBN-ARQ) protocol. The transmitter sends packets with a sequence number contiguously. Once the transmitter receives a negative acknowledge (NACK) packet after one round-trip propagation time, the transmitter retransmits the received erroneously decoded packet and succeeding packets. If the receiver decodes a packet correctly, it will send
Figure 4.10: FSM representation for repetition SW-ARQ systems with non-overlapping window memory with $m = 2$ and $m_R = 1$. 
### Table 4.5: Table for transition probabilities and output functions of R-SW-ARQ-NOM

<table>
<thead>
<tr>
<th>Previous state; output</th>
<th>Next state</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_1$; $X^{N_1} Y^{N_1} E_c$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_1 T_1} P_{e,G_1}$</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\lambda N_1 T_1} P_{e,B_1}$</td>
</tr>
<tr>
<td></td>
<td>$[G_2, G_1]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td></td>
<td>$[B_2, G_1]$</td>
<td>$e^{-\lambda N_1 T_b} P_{e,G_1}$</td>
</tr>
<tr>
<td>$B_1$; $X^{N_1} Y^{N_1} E_c$</td>
<td>$G_1$</td>
<td>$e^{-\mu N_1 T_1} P_{e,B_1}$</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\mu N_1 T_1} P_{e,B_1}$</td>
</tr>
<tr>
<td></td>
<td>$[G_2, B_1]$</td>
<td>$e^{-\mu N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td></td>
<td>$[B_2, B_1]$</td>
<td>$e^{-\mu N_1 T_b} P_{e,B_1}$</td>
</tr>
<tr>
<td>$[G_i, R_1, R_2, \ldots, R_{i-1}]$; $X^{N_i} Y^{N_i} E_c$, $i &lt; m$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_i T_1} P_{e,G_1}</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\lambda N_i T_1} P_{e,B_1}</td>
</tr>
<tr>
<td></td>
<td>$[G_{i+1}, G_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\lambda N_i T_b} P_{e,G_i}</td>
</tr>
<tr>
<td></td>
<td>$[B_{i+1}, G_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\lambda N_i T_b} P_{e,G_i}</td>
</tr>
<tr>
<td>$[B_i, R_1, R_2, \ldots, R_{i-1}]$; $X^{N_i} Y^{N_i} E_c$, $i &lt; m$</td>
<td>$G_1$</td>
<td>$e^{-\mu N_i T_1} P_{e,B_i}</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\mu N_i T_1} P_{e,B_i}</td>
</tr>
<tr>
<td></td>
<td>$[G_{i+1}, B_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\mu N_i T_b} P_{e,B_i}</td>
</tr>
<tr>
<td></td>
<td>$[B_{i+1}, B_i, R_1, \ldots, R_{i-1}]$</td>
<td>$e^{-\mu N_i T_b} P_{e,B_i}</td>
</tr>
<tr>
<td>$[G_{m}, R_1, R_2, \ldots, R_{m-1}]$; $X^{N_m} Y^{N_m} E_c$</td>
<td>$G_1$</td>
<td>$e^{-\lambda N_m T_1} P_{e,G_m}</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\lambda N_m T_1} P_{e,B_m}</td>
</tr>
<tr>
<td></td>
<td>$G_1$</td>
<td>$e^{-\lambda N_m T_b} P_{e,G_m}</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\lambda N_m T_b} P_{e,B_m}</td>
</tr>
<tr>
<td>$[B_{m}, R_1, R_2, \ldots, R_{m-1}]$; $X^{N_m} Y^{N_m} E_c$</td>
<td>$G_1$</td>
<td>$e^{-\mu N_m T_1} P_{e,B_m}</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\mu N_m T_1} P_{e,B_m}</td>
</tr>
<tr>
<td></td>
<td>$G_1$</td>
<td>$e^{-\mu N_m T_b} P_{e,B_m}</td>
</tr>
<tr>
<td></td>
<td>$B_1$</td>
<td>$e^{-\mu N_m T_b} P_{e,B_m}</td>
</tr>
</tbody>
</table>
an acknowledge (ACK) back to the transmitter. The receiver will send a NACK packet back to the transmitter if a packet can not be decoded correctly. From the described protocol of GBN-ARQ, we can incorporate the previous SW-ARQ with incremental redundancy and the receiver memory scheme into GBN-ARQ protocol by using different packet lengths and modifying the decoding structure (from a non-memory receiver to a memory receiver).

Let $T(N_i)$ be the channel transition probability matrix after transmitting a packet with length $N_i$. It can be written as:

$$T(N_i) = \begin{bmatrix}
e^{-\lambda N_iT_b} & (1 - e^{-\lambda N_iT_b}) \\
(1 - e^{-\mu N_iT_b}) & e^{-\mu N_iT_b}
\end{bmatrix}. \tag{4.13}$$

Then the transition probability matrix after $N_{rt}$ transmissions of a packet with length $N_i$ is

$$T(N_{rt}N_i) = [T(N_i)]^{N_{rt}} = \frac{1}{2 - e^{-\lambda N_iT_b} - e^{-\mu N_iT_b}} \left\{ (1 - e^{-\mu N_iT_b}) (1 - e^{-\lambda N_iT_b}) \right\} +$$

$$\left( e^{-\lambda N_iT_b} + e^{-\mu N_iT_b} - 1 \right)^{N_{rt}} \begin{bmatrix}
(1 - e^{-\lambda N_iT_b}) & (1 - e^{-\lambda N_iT_b}) \\
(1 - e^{-\mu N_iT_b}) & (1 - e^{-\lambda N_iT_b}) \\
(1 - e^{-\mu N_iT_b}) & (1 - e^{-\mu N_iT_b})
\end{bmatrix}, \tag{4.14}$$

where the $N_{rt}$ is the number of packets in a round trip delay. From this transition probability matrix, the transition probability from $G$ to $G$ after one round trip time of transmitting packets with length $N_i$, denoted as $T_{rt}^{G,G_i}$, is

$$T_{rt}^{G,G_i} = 1 - (1 - e^{-\mu N_iT_b}) \frac{1 - (e^{-\lambda N_iT_b} + e^{-\mu N_iT_b} - 1)^{N_{rt}}}{2 - e^{-\lambda N_iT_b} - e^{-\mu N_iT_b}}$$

Similarly, we can obtain the transition probability from $G$ to $B$, $B$ to $G$ and $B$ to $B$. 
They are

\[
T_{tr}^{G,B_i} = (1 - e^{-\mu N_t}) \frac{1 - (e^{-\lambda N_t} + e^{-\mu N_t} - 1)_{N_{rt}}}{2 - e^{-\lambda N_t} - e^{-\mu N_t}}
\]

\[
T_{tr}^{B,G_i} = (1 - e^{-\lambda N_t}) \frac{1 - (e^{-\lambda N_t} + e^{-\mu N_t} - 1)_{N_{rt}}}{2 - e^{-\lambda N_t} - e^{-\mu N_t}}
\]

\[
T_{tr}^{B,B_i} = 1 - (1 - e^{-\lambda N_t}) \frac{1 - (e^{-\lambda N_t} + e^{-\mu N_t} - 1)_{N_{rt}}}{2 - e^{-\lambda N_t} - e^{-\mu N_t}} \tag{4.15}
\]

We will give an example about calculating the generating function for a GBNARQ system with \( m = 2 \) and \( m_R = 0 \) by using the approach presented in subSection 4.4.1 and the channel transition probabilities (4.15). The generating function is

\[
G_s = P_G(1 - P_{e,G_1})X^{N_{rt}N_t} Y^{N_{rt}N_t} E_c + P_B * (1 - P_{e,B_1})X^{N_{rt}N_t} Y^{N_{rt}N_t} E_c + (P_G P_{e,G_1}T_{tr}^{G,G_i} + P_B P_{e,B_1}T_{tr}^{B,G_1})X^{N_{rt}N_t} Y^{N_{rt}N_t} E_c G + (P_G P_{e,G_1}T_{tr}^{G,B_i} + P_B P_{e,B_1}T_{tr}^{B,B_i})X^{N_{rt}N_t} Y^{N_{rt}N_t} E_c G_B, \tag{4.16}
\]

where

\[
G_G = \frac{X^{N_{rt}N_t} Y^{N_{rt}N_t} E_c (1 - P_{e,B_2} - [(1 - P_{e,B_2})P_{e,G_2} T_{tr}^{B,B_2} - P_{e,B_2} (1 - P_{e,G_2}) T_{tr}^{G,B_2}]Z)}{1 - [P_{e,B_2} T_{tr}^{G,G_2} + P_{e,G_2} T_{tr}^{B,B_2}]Z + P_{e,B_2} P_{e,G_2} (T_{tr}^{G,G_2} + T_{tr}^{B,B_2} - 1)Z^2}
\]

\[
G_B = \frac{X^{N_{rt}N_t} Y^{N_{rt}N_t} E_c (1 - P_{e,G_2} - [(1 - P_{e,G_2})P_{e,B_2} T_{tr}^{G,G_2} - P_{e,G_2} (1 - P_{e,B_2}) T_{tr}^{B,G_2}]Z)}{1 - [P_{e,G_2} T_{tr}^{B,B_2} + P_{e,B_2} T_{tr}^{G,G_2}]Z + P_{e,G_2} P_{e,B_2} (T_{tr}^{B,B_2} + T_{tr}^{G,G_2} - 1)Z^2} \tag{4.17}
\]

and \( Z = X^{N_{rt}N_t} Y^{N_{rt}N_t} E_c \). We also can obtain the generating function of GBN-ARQ with the receiver memory scheme by using the same method as we derived before.

The only change is to modify the channel transition probabilities and multiply the round trip factor \( N_{rt} \) in energy and delay components at each transmission.

### 4.6 Cutoff Rate for Memory Receiver over Memoryless Channels

Let \( K \) be the number of information bits in a packet and \( N \) be the number of coded bits for this packet. From the random coding argument, it is well known that
There exist an encoder and decoder that has packet error probability $P_{e,K,N}$ bounded as

$$P_{e,K,N} \leq 2^{K-NR_0},$$

where $R_0$ is the cutoff rate determined by the channel SNR and other channel characteristics. Because the channel SNR and packet length used for packets transmission are two crucial components in determining the energy and delay tradeoff of an ARQ system. By using the cutoff rate to represent the packet error probability, we can relate the channel SNR and packet length $N$ with system performance.

The cutoff rate of two different kinds of receiver structure will be derived in this section. The first cutoff rate is evaluated by assuming that the receiver has all the channel state information. The second cutoff rate is calculated according to the imperfect channel state information by using estimated channel transition probability of each signal. The third cutoff rate is derived by the same assumption as second cutoff rate, however, the receiver with memory will utilize more information (the failure information) to decode.

### 4.6.1 Random Coding Bound for Memory Receiver in AWGN channel - Part I: Perfect Channel Knowledge

Let $m$ be the total number of packets combined at the receiver which are used to decode jointly. Let $N_j$ be the number of coded symbols used at $j$-th packet at the receiver memory, where $j \in \{1, 2, \cdots, m\}$. Here we consider a set of $M$-ary coded signals constructed from $\sum_{j=1}^{m} N_j$-dimensional $q$ symbols. Let $s_i$ be the signal vector received at the receiver end. It is

$$s_i = [s_{i11} s_{i12} \cdots s_{i1N_1} s_{i21} s_{i22} \cdots s_{i2N_m} \cdots s_{im1} s_{im2} \cdots s_{imN_m}],$$

where $s_{ij,k}$ are selected from the signal set $\{a_1, a_2, \cdots a_q\}$ of $q$ elements.
According to the random coding argument, there are \( B = q^M \sum_{j=1}^{m} N_j \) possible sets of \( M \) signals since there are \( \sum_{j=1}^{m} N_j \) positions can be chosen from \( q \) symbols. Let \( P_{e,i}(k) \) be the error probability of signal set \( k \) given the \( i \)-th message was transmitted.

The average error probability given the transmission of the \( i \)-th message is \( \bar{P}_{e,i} = \sum_{k=1}^{B} P_{e,i}(k) \). By the union-Bhattacharyya bound for an AWGN channel, the average error probability of transmitting \( i \)-th message over the ensemble of codewords sets is

\[
\bar{P}_{e,i} \leq \sum_{i \neq j} E\left[ e^{-\frac{\parallel s_i - s_j \parallel^2}{4N_0}} \right]. \tag{4.20}
\]

If we can show that \( \bar{P}_{e,i} \leq \alpha \), then there exists a signal set with \( P_{e,i} \leq \alpha \). Let \( d_{l,m} = E_k \parallel a_l - a_m \parallel^2 \), where \( E_k \) is the received energy level of packet \( k \) and \( \parallel a_l - a_m \parallel \) is the distance between signal \( a_l \) and \( a_m \). If we assume that the selection of symbols \( \{a_1, a_2, \ldots a_q\} \) is according to probabilities \( \{p_1, p_2, \ldots p_q\} \). Then we have

\[
\bar{P}_{e,i} \leq \sum_{i \neq j} \prod_{k=1}^{m} \left( \sum_{l=1}^{q} \sum_{m=1}^{q} p_{lk} p_{mk} e^{-\frac{d_{lkmk}^2}{4N_0}} \right)^{N_k} \tag{4.21}
\]

Therefore, if we set \( R_{0,k} = -\log_2(\sum_{l=1}^{q} \sum_{m=1}^{q} p_{lk} p_{mk} e^{-\frac{d_{lkmk}^2}{4N_0}}) \) we can further express the right hand side of (4.21) as

\[
\bar{P}_{e,i} \leq (M-1) \prod_{k=1}^{m} \left( \sum_{l=1}^{q} \sum_{m=1}^{q} p_{lk} p_{mk} e^{-\frac{d_{lkmk}^2}{4N_0}} \right)^{N_k} \left( 2^{-N_k R_{0,k}} \right) \\
< M \prod_{k=1}^{m} 2^{-N_k R_{0,k}} \\
= 2^{-\left( \sum_{k=1}^{m} N_k \right) \left( R_{0,MRX} - R \right)}, \tag{4.22}
\]

where \( R = \frac{\log_2 M}{\sum_{k=1}^{m} N_k} \) is the code rate after packets combination and \( R_{0,MRX} \) is

\[
R_{0,MRX} = \frac{N_1}{\sum_{k=1}^{m} N_k} R_{0,1} + \frac{N_2}{\sum_{k=1}^{m} N_k} R_{0,2} + \cdots + \frac{N_m}{\sum_{k=1}^{m} N_k} R_{0,m}. \tag{4.23}
\]

We can interpret \( R_{0,MRX} \) as the cutoff rate by combining \( m \) packets according to their packet length ratio to the total length of \( m \) packets at the receiver. We only
show that there exist a signal, say $i$-th signal, for which the average error probability can be made arbitrary small as packets length becomes large. We will show that we can find a single codeword set such that the error probability of each signal of this codeword set approaches to zero as packets length approaches to infinity.

Choosing a code with $M = 2 \cdot 2^{R_0, n_R/X} \sum_{k=1}^{m} N_k$ codewords that the average error probability of this code is less then $\epsilon/2$ for large $\sum_{k=1}^{m} N_k$. There are at least $M/2$ of the codewords with error probability less then $\epsilon$ (otherwise the average error probability of this code will greater then $\epsilon/2$). By deleting those bad codewords (their error probability is greater then $\epsilon$), we obtain a code with (at least) $2^{R_0, n_R/X} \sum_{k=1}^{m} N_k$ codewords with error probability small as $\sum_{k=1}^{m} N_k \to \infty$.

4.6.2 Random Coding Bound for Memory Receiver - Part II : Imperfect Channel Knowledge

In this section, we consider that the receiver uses the channel transition probabilities $p^*(y|x)$ as if they were the true transition probabilities. We will derive random coding bound of the receiver with memory with $m$ packets. When the channel condition is good, the receiver end has signal-to-noise ratio $E_G/N_0$ but the receiver uses the incorrect signal-to-noise ratio $E^*_G/N_0$ to decode. Similarly, the receiver end has signal-to-noise ratio $E_B/N_0$ when the channel condition is bad but the receiver uses the incorrect signal-to-noise ratio $E^*_B/N_0$ to decode.

Let $s_i$ be the signal vector received at the receiver end. It is

$$s_i = [s_{i11}s_{i12}\cdots s_{i1N_1}s_{i21}s_{i22}\cdots s_{i2N_m}\cdots s_{im1}s_{im2}\cdots s_{imN_m}],$$

(4.24)

where $s_{ij,k} \in \{a_1, a_2, \cdots, a_q\}$.

The decision region are

$$R^*_i = \{y : p^*(y|s_i, \overline{s_R}) > p^*(y|s_j, \overline{s_R}) \text{for all } j \neq i\},$$

(4.25)
where $\mathbf{s}_R$ is the receiver memory state. Let $R^*_i$ be the region where signal $i$ is not decided. Then

$$R^*_i = \bigcup_{j \neq i} R^*_{i,j},$$

(4.26)

where $R^*_{i,j} = \{ y : p^*(y|\mathbf{s}_i) < p^*(y|\mathbf{s}_j) \}$. Then we have

$$P_{e,i} = P(R^*_i|H_i) \leq \sum_{j \neq i} P(R^*_{i,j}).$$

(4.27)

For each term of above summand, we have

$$P(R^*_{i,j}) = \int_{y \in R^*_{i,j}} p(y|\mathbf{s}_i, \mathbf{s}_R).$$

(4.28)

Since

$$\frac{p^*(y|\mathbf{s}_j, \mathbf{s}_R)}{p^*(y|\mathbf{s}_i, \mathbf{s}_R)} > 1, \ y \in R^*_{i,j},$$

(4.29)

we can further bound (4.28) as follows

$$P(R^*_{i,j}) < \int_{y \in R^*_{i,j}} p(y|\mathbf{s}_i, \mathbf{s}_R) \left[ \frac{p^*(y|\mathbf{s}_j, \mathbf{s}_R)}{p^*(y|\mathbf{s}_i, \mathbf{s}_R)} \right]^\lambda,$$

(4.30)

where $\lambda > 0$. By relaxing the integral domain, we can upper bound (4.30) as

$$P(R^*_{i,j}) < \int_{y \in \mathbb{R}^{\sum_{k=1}^N \infty}} p(y|\mathbf{s}_i, \mathbf{s}_R) \left[ \frac{p^*(y|\mathbf{s}_j, \mathbf{s}_R)}{p^*(y|\mathbf{s}_i, \mathbf{s}_R)} \right]^\lambda.$$

(4.31)
Thus, the error probability $P_{e,i}$ is upper bounded by

$$P_{e,i} < \sum_{j \neq i} \int_{y \in \mathbb{R}^{\sum_{k=1}^{m} N_k}} p(y|s_i, s_R) \left[ \frac{p^*(y|s_j, s_R)}{p^*(y|s_i, s_R)} \right]^{\lambda}$$

$$= \sum_{j \neq i} \int_{y \in \mathbb{R}^{\sum_{k=1}^{m} N_k}} \left( \prod_{l_1=1}^{N_1} p(y_{l_1}|s_{i_{l_1}}, R_1) \left[ \frac{p^*(y_{l_1}|s_{j_{l_1}}, R_1)}{p^*(y_{l_1}|s_{i_{l_1}}, R_1)} \right]^{\lambda} \right) \times$$

$$= \sum_{j \neq i} \left( \prod_{l_1=1}^{N_1} \int_{y_{l_1} \in \mathbb{R}} p(y_{l_1}|s_{i_{l_1}}, R_1) \left[ \frac{p^*(y_{l_1}|s_{j_{l_1}}, R_1)}{p^*(y_{l_1}|s_{i_{l_1}}, R_1)} \right]^{\lambda} \right) \times$$

$$= \prod_{l_2=1}^{N_2} \int_{y_{l_2} \in \mathbb{R}} p(y_{l_2}|s_{i_{l_2}}, R_2) \left[ \frac{p^*(y_{l_2}|s_{j_{l_2}}, R_2)}{p^*(y_{l_2}|s_{i_{l_2}}, R_2)} \right]^{\lambda} \right) \times$$

$$= \prod_{l_m=1}^{N_m} \int_{y_{l_m} \in \mathbb{R}} p(y_{l_m}|s_{i_{l_m}}, R_m) \left[ \frac{p^*(y_{l_m}|s_{j_{l_m}}, R_m)}{p^*(y_{l_m}|s_{i_{l_m}}, R_m)} \right]^{\lambda} \right) \times$$

$$= \prod_{l_1=1}^{N_1} \int_{y_{l_1} \in \mathbb{R}} p(y_{l_1}|s_{i_{l_1}}, R_1) \left[ \frac{p^*(y_{l_1}|s_{j_{l_1}}, R_1)}{p^*(y_{l_1}|s_{i_{l_1}}, R_1)} \right]^{\lambda} \right) \times$$

$$= \prod_{l_2=1}^{N_2} \int_{y_{l_2} \in \mathbb{R}} p(y_{l_2}|s_{i_{l_2}}, R_2) \left[ \frac{p^*(y_{l_2}|s_{j_{l_2}}, R_2)}{p^*(y_{l_2}|s_{i_{l_2}}, R_2)} \right]^{\lambda} \right) \times$$

$$= \prod_{l_m=1}^{N_m} \int_{y_{l_m} \in \mathbb{R}} p(y_{l_m}|s_{i_{l_m}}, R_m) \left[ \frac{p^*(y_{l_m}|s_{j_{l_m}}, R_m)}{p^*(y_{l_m}|s_{i_{l_m}}, R_m)} \right]^{\lambda} \right) \right). \quad (4.32)$$

By taking the error probability over all possible codes and let $p(s_i) = \prod_{k=1}^{N_k} \prod_{l_k=1}^{N_{l_k}} p(s_{i_{l_k}})$. 
Then
\[ P_{e,i} < \sum_{j \neq i} \sum_{s_{i1}} \sum_{s_{j1}} \left( \prod_{l=1}^{N_1} p(s_{i1l}) p(s_{j1l}) \int_{y_{i1} \in \mathbb{R}} p(y_{i1} | s_{i1l}, R_1) \left[ \frac{p^*(y_{i1} | s_{j1l}, R_1)}{p^*(y_{i1} | s_{i1l}, R_1)} \right]^\lambda \right) \times \]
\[ \left( \prod_{l=1}^{N_2} p(s_{i2l}) p(s_{j2l}) \int_{y_{i2} \in \mathbb{R}} p(y_{i2} | s_{i2l}, R_2) \left[ \frac{p^*(y_{i2} | s_{j2l}, R_2)}{p^*(y_{i2} | s_{i2l}, R_2)} \right]^\lambda \right) \ldots \]
\[ \left( \prod_{l=1}^{N_m} p(s_{iml}) p(s_{jml}) \int_{y_{ml} \in \mathbb{R}} p(y_{ml} | s_{iml}, R_m) \left[ \frac{p^*(y_{ml} | s_{jml}, R_m)}{p^*(y_{ml} | s_{iml}, R_m)} \right]^\lambda \right) \]
\[ = \sum_{j \neq i} \left( \prod_{l=1}^{N_1} \sum_{s_{i1l}} \sum_{s_{j1l}} p(s_{i1l}) p(s_{j1l}) \int_{y_{i1} \in \mathbb{R}} p(y_{i1} | s_{i1l}, R_1) \left[ \frac{p^*(y_{i1} | s_{j1l}, R_1)}{p^*(y_{i1} | s_{i1l}, R_1)} \right]^\lambda \right) \times \]
\[ \left( \prod_{l=1}^{N_2} \sum_{s_{i2l}} \sum_{s_{j2l}} p(s_{i2l}) p(s_{j2l}) \int_{y_{i2} \in \mathbb{R}} p(y_{i2} | s_{i2l}, R_2) \left[ \frac{p^*(y_{i2} | s_{j2l}, R_2)}{p^*(y_{i2} | s_{i2l}, R_2)} \right]^\lambda \right) \ldots \]
\[ \left( \prod_{l=1}^{N_m} \sum_{s_{iml}} \sum_{s_{jml}} p(s_{iml}) p(s_{jml}) \int_{y_{ml} \in \mathbb{R}} p(y_{ml} | s_{iml}, R_m) \left[ \frac{p^*(y_{ml} | s_{jml}, R_m)}{p^*(y_{ml} | s_{iml}, R_m)} \right]^\lambda \right) \]
\[ = \sum_{j \neq i} [E[J_{\lambda,1}^*(X_1, X_2)]^N_1 [E[J_{\lambda,2}^*(X_1, X_2)]^N_2 \ldots [E[J_{\lambda,m}^*(X_1, X_2)]^N_m \right]^{(4.33)}\]
where \( E[J_{\lambda,n}^*(X_1, X_2)] \) is the code rate after packets combination. The random variable \( X_1 \) represents source signals \( s_{ik} \) and \( X_2 \) represents source signals \( s_{jkl} \). If let \( R_{0,k}^*(\lambda) \) as
\[ R_{0,k}^*(\lambda) = \max_{p(s_{ikl})} -\log_2 \left\{ \sum_{s_{ikl}} \sum_{s_{jkl}} p(s_{ikl}) p(s_{jkl}) \int_{y_{kl} \in \mathbb{R}} p(y_{kl} | s_{ikl}, R_k) \left[ \frac{p^*(y_{kl} | s_{jkl}, R_k)}{p^*(y_{kl} | s_{ikl}, R_k)} \right]^\lambda \right\} \]
and \( s_{ikl} \in \{a_1, a_2, \ldots a_q\} \).

Then we can further upper bound of (4.33) as
\[ \overline{P}_{e,i} < 2^{-(\sum_{k=1}^{N_k} R_{0,MRX}^* - R)}, \]
where \( R = \frac{\log_2 M}{\sum_{k=1}^{N_k} N_k} \) is the code rate after packets combination. \( R_{0,MRX}^* \) is
\[ R_{0,MRX}^* = \max_\lambda \left[ \frac{N_1}{\sum_{k=1}^{N_k} N_k} R_{0,1}^*(\lambda) + \frac{N_2}{\sum_{k=1}^{N_k} N_k} R_{0,2}^*(\lambda) + \ldots + \frac{N_m}{\sum_{k=1}^{N_k} N_k} R_{0,m}^*(\lambda) \right]. \]
The channel model used in the following cutoff rate evaluation is Gilbert-Elliott channel model described at the beginning of subsection 4.4.1. We assume that the first packet with length $N_1$ is decoded erroneously after receiving over the good channel condition. Therefore, it is stored in the receiver memory. The cutoff rate is evaluated by considering the first erroneous packet stored in the receiver memory and the second incoming packet with length $N_2$ from bad channel condition jointly. The cutoff rate is plotted with respect to good channel SNR for the memory receiver with perfect channel knowledge described in Subsection 4.6.1 (indicated by symbol I) and the memory receiver with imperfect channel knowledge described in Subsection 4.6.2 (represented by symbol II) in Fig.4.11. We observe that the cutoff rate of the memory receiver structure I is higher than the cutoff rate of the memory receiver structure II because the receiver of structure I has much more information about the channel condition. Since the cutoff rate with parameters $N_1 = 2N_2$ has higher chance for the joint packet (the packet combining the first erroneous one and the second incoming one) to stay at good channel condition compared to the cutoff rate with parameters $N_2 = 2N_1$, the cutoff rate represented by the solid lines is lower than the cutoff rate represented by the dashed lines. The cutoff rate with symbol + is higher than the cutoff rate with symbol o because the lines with symbol + have higher bad channel SNR compared to the lines with symbol o.

4.6.3 Existence of Codes for Memory Receiver

In the previous derivation of cutoff rate for the receiver with memory, we know that there is an ensemble random codes of $m$ blocks, $(C_1, C_2, \cdots, C_m)$ satisfying the random coding bound if there $m - 1$ packets stored in the receiver memory. However, it does not guarantee that the same code ensemble can satisfy the random coding bound for any usage of previous $k$ codes for $k < m$, i.e., there are only $k - 1$ packets
stored in the receiver memory. The following theorem indicates such ensemble codes exist [49].

**Theorem** : There exists an ensemble of codes \((C_1, C_2, \cdots, C_m)\) satisfying
\[ P_e(C_1, C_2, \cdots, C_k) \leq 2^{-\left(\sum_{l=1}^{k} (R_{0,MRX} - R)\right)} \text{ for } 1 \leq k \leq m. \]

**Proof** : By applying Markov inequality, we have
\[ Pr(P_{e,k} > \beta 2^{-\left(\sum_{l=1}^{k} (R_{0,MRX} - R)\right)}) \leq \frac{1}{\beta}, \quad \text{for } 1 \leq k \leq m. \quad (4.37) \]

where \(P_{e,k}\) is the probability of error for previous \(k\) codes. Note that \(P_{e,k}\) is a random number since we use random coding selection for codes construction. Hence,
\[
Pr\left(\bigcap_{k=1}^{m} \{P_{e,k} > \beta 2^{-\left(\sum_{l=1}^{k} (R_{0,MRX} - R)\right)}\} \right) = 1 - Pr\left(\bigcup_{k=1}^{m} \{P_{e,k} > \beta 2^{-\left(\sum_{l=1}^{k} (R_{0,MRX} - R)\right)}\} \right)
\]
\[
\geq 1 - \sum_{k=1}^{m} Pr(P_{e,k} > \beta 2^{-\left(\sum_{l=1}^{k} (R_{0,MRX} - R)\right)})
\]
\[
\geq 1 - \frac{m}{\beta} > 0 \quad (4.38)
\]
by choosing a suitable \(\beta\), say \(\beta = 2m\). This implies that there exist at least an
ensemble of $m$ blocks, $(C_1^*, C_2^*, \ldots, C_m^*)$ with

$$P_{e,k}^* \leq \beta 2^{-(\sum_{i=1}^k (R_{0,MRX}^k - R))}, \quad \text{for } 1 \leq k \leq m. \quad (4.39)$$

Here we can see that the factor $\beta$ has no effect on the cutoff rate. □

4.6.4 Cutoff Rate Optimization

In the previous derivation of cutoff rate, we need to optimize the following cutoff rate per waveform given $\lambda$

$$R_0(\lambda) \triangleq \max_{P_j} \left\{ -\log \left[ \sum_j \sum_k P_j P_k \int_z f(z|k)[f^*(z|j)f^*(z|k)]^\lambda dz \right] \right\}, \quad (4.40)$$

where

1. $P_j$ is the a priori probability of the $j$-th symbol selected by the transmitter.

2. $z$ denotes a received signal.

3. $j, k$ are the index for symbols.

4. $f(z|j)$ is the true channel transition probability, i.e., the probability density function of the receiver output, assuming the $j$-th symbol was transmitted.

The superscript symbol $*$ indicates the incorrect channel transition probability used by the receiver to decode.

Denote $D_{j,k}$ by the quantity $\int_z f(z|k)[f^*(z|j)f^*(z|k)]^\lambda dz$. If $\lambda = 1/2$, $f(z|k) = f^*(z|k)$ and the system is operated in an AWGN channel, the value $\int_z f(z|k)[f^*(z|j)f^*(z|k)]^\lambda dz$ is equal to $e^{-d_B(j,k)}$ where $d_B(j,k)$ is Bhattachryya distance. We want to find the priori probability of the input symbol $P_j$ in two cases; (1) there is no constraint of $P_j$ except that its components are sum up to one and (2) there is an energy constraint of input symbols.
We will consider the case (1) first. The optimization problem of this case can be formulated as follows:

\[
R_0 = \max_{P_j} \{- \log \left[ \sum_j \sum_k P_j P_k D_{j,k} \right] \}
\]

\[
= \max_{P_j} \{- \log [P^T D P] \},
\]

(4.41)

under constraint

\[
\sum_j P_j = 1.
\]

(4.42)

From the signal constellation, the matrix \(D\) has the following form

\[
\begin{bmatrix}
1 & D_{1,2} & \cdots & D_{1,M} \\
D_{2,1} & 1 & \cdots & D_{2,M} \\
\vdots & \vdots & \ddots & \vdots \\
D_{M,1} & D_{M,2} & \cdots & 1
\end{bmatrix},
\]

(4.43)

and \(D_{i,j} = D_{j,i}\) due to the symmetry of the Bhattachryya distance function. From this, we can write the term \(P^T D P\) as

\[
P^T D P = \sum_{i=1}^M P_i^2 + 2 \sum_{1 \leq i < j \leq M} D_{i,j} P_i P_j.
\]

(4.44)

The quantity \(P^T D P\) is a quadratic function of \(P\), therefore, it is a convex function. From Kuhn-Tucker theorem, the necessary and sufficient conditions on the probability vector \(P\) that minimizes \(P^T D P\) are

\[
P_i + \sum_{s=1, s \neq i}^M D_{i,s} P_s \geq \frac{-2 \det D}{\sum_{s=1}^M \det [D, 1_s]}; \quad \text{for all } i
\]

(4.45)

where \([D, 1_s]\) is matrix obtained by replacing the \(s\)-th column of matrix \(D\) by one vector. The equality will hold for all \(i\) such that \(P_i > 0\). Because the probability vector obtained in (4.45) minimizes \(P^T D P\), it will also maximize the cutoff rate \(R_0\).
According to the previous derivation, we can calculate the cutoff rate for optimal a priori probability input signals. In Fig.4.12, we plot the cutoff rates for uniform and optimal priori probability input signals for PAM modulation scheme with $M = 3$ and $M = 4$. The amplitude levels are assigned equally spaced over the interval $[-\sqrt{E_c}, +\sqrt{E_c}]$. We observe that there is about 40% increase of cutoff rate at -10 dB for $M = 3$ and about 60% increase of cutoff rate at -10 dB for $M = 4$. This indicates that the suitable selection of a priori probability for the input signals is crucial especially for the bad channel condition. We also note that when the channel SNR is low, the cutoff rate of smaller input signals is higher then the larger input signals due to larger distance between signals. However, when the channel SNR is high, the cutoff rate of smaller input signals is lower then the larger input signals due to high bandwidth efficiency.

Figure 4.12: The comparison of cutoff rate for uniform and optimal priori probability for input signals.
Now, we will consider the case (2). The optimization problem of this case can be formulated as follows:

\[
R_0 = \max_{P_j} \{-\log[\sum_j \sum_k P_j P_k D_{j,k}]\}
\]

\[
= \max_{P_j} \{-\log[P^T D P]\},
\]

(4.46)

under constraint

\[
\sum_j P_j = 1, \quad \text{and} \quad \sum_j P_j E_j = P^T E = E_{av},
\]

(4.47)

where \(E_j\) is the energy used in \(j\)-th signal and \(E_{av}\) is the average energy constraint.

In order to minimize \(P^T D P\) with these two constraints, we write the constrained minimization using Lagrange multipliers as the minimization of

\[
J(p) = \sum_{i=1}^{M} P_i^2 + 2 \sum_{1 \leq i < j \leq M} D_{i,j} P_i P_j + \lambda_1 (\sum_{i=1}^{M} P_i - 1) + \lambda_2 (\sum_{i=1}^{M} P_i E_i - E_{av}).
\]

(4.48)

Differentiating with respect to \(P_i\), we get

\[
\frac{\partial J}{\partial P_i} = 2P_i + \sum_{s=1, \neq i}^{M} D_{s,i} P_s + \lambda_1 + \lambda_2 E_i.
\]

(4.49)

Setting the derivative to 0, we obtain a system of linear equations of \(P_i\)

\[
2P_i + \sum_{s=1, \neq i}^{M} D_{s,i} P_s = -\lambda_1 - \lambda_2 E_i, \quad \text{for } 1 \leq i \leq M.
\]

(4.50)

Solving this, the \(P_i\) can be expressed as

\[
P_i = \frac{\det[\tilde{D}; E_i]}{\det D} = \frac{-\lambda_1 \det[\tilde{D}; 1_i] - \lambda_2 \det[\tilde{D}; E_i]}{\det D},
\]

(4.51)
where \( \tilde{D}_{i,j} = D_{i,j} \) for \( i \neq j \) and \( \tilde{D}_{i,i} = 2 \) for \( 1 \leq i \leq M \). The matrix \( [\tilde{D}; E] \) is obtained by replacing its \( i \)-th column by the energy vector \( E = [E_1, E_2, \cdots, E_M]^T \).

Substituting (4.51) into the two constraints, we can solve for \( \lambda_1 \) and \( \lambda_2 \). The solutions are

\[
\lambda_1 = \frac{\det \begin{bmatrix}
1 & b^T \mathbf{1} \\
E_{av} & b^T \mathbf{E}
\end{bmatrix}}{\det \begin{bmatrix}
a^T \mathbf{1} & b^T \mathbf{1} \\
a^T \mathbf{E} & b^T \mathbf{E}
\end{bmatrix}}, \quad \lambda_2 = \frac{\det \begin{bmatrix}
a^T \mathbf{1} & 1 \\
a^T \mathbf{E} & E_{av}
\end{bmatrix}}{\det \begin{bmatrix}
a^T \mathbf{1} & b^T \mathbf{1} \\
a^T \mathbf{E} & b^T \mathbf{E}
\end{bmatrix}}
\]

(4.52)

where

\[
a = \begin{bmatrix}
\frac{-\det[\tilde{D}; \mathbf{1}_1]}{\det \tilde{D}} \\
\frac{-\det[\tilde{D}; \mathbf{1}_2]}{\det \tilde{D}} \\
\vdots \\
\frac{-\det[\tilde{D}; \mathbf{1}_M]}{\det \tilde{D}}
\end{bmatrix}, \quad b = \begin{bmatrix}
\frac{-\det[\tilde{D}; \mathbf{E}_1]}{\det \tilde{D}} \\
\frac{-\det[\tilde{D}; \mathbf{E}_2]}{\det \tilde{D}} \\
\vdots \\
\frac{-\det[\tilde{D}; \mathbf{E}_M]}{\det \tilde{D}}
\end{bmatrix}
\]

(4.53)

From the Kuhn-Tucker theorem, the necessary and sufficient conditions on the probability vector \( P \) that minimizes \( P^T \tilde{D} P \) are

\[
P_i + \sum_{s=1, s \neq i}^{M} D_{s,i} P_s \geq -\lambda_1 - \lambda_2 E_i; \quad \text{for all } i
\]

(4.54)

According to the previous derivation, we can calculate the cutoff rate for a optimal priori probability with average energy constraints. In Fig.4.13, we plot the cutoff rate for different average energy constraints for 8 QAM.

4.7 Numerical Results

In this section, we will compare the system performance of SW-ARQ, SW-MARQ and repetition ARQ over time varying channels. The modulation adopted in the transmitter is BPSK. The channel model used for the numerical evaluation is the
Figure 4.13: The comparison of cutoff rate for different average energy constraints for 8 QAM two state Gilbert-Elliott model. All packet error probabilities are evaluated with the random coding bound derived in Section 4.6 by assuming that the receiver has perfect knowledge of the channel state information. Let $K$ be the number of information bits in a packet and $N$ be the number of coded bits for this packet, then there exist an encoder and decoder that has packet error probability $P_{e,K,N}$ bounded by

$$P_{e,K,N,\{G,B\}} \leq 2^{K - NR_{0,\{G,B\}}}$$

(4.55)

where $R_{0,\{G,B\}} = 1 - \log_2 (1 + e^{-Ec,\{G,B\}/N_0})$ is the cutoff rate determined by the channel SNR which will depend on the packet is transmitted in the good or bad channel state. For the receiver with memory, the packet error probability can be written as:

$$P_{e,K,N,\{G,B\},SR} \leq 2^{K - NR_{0,\{GN,BN\},SR}}$$

(4.56)

where $R_{0,\{GN,BN\},SR}$ is the cutoff rate determined by the channel SNR of transmitting the describe packet with packet length $N$ and the receiver memory state
S_R as derived in Section 4.6. For example, the packet error probability of transmitting a packet with length \( N_2 \) through the good channel when the memory content is \( BN_1 \) (the first packet with length \( N_1 \) is transmitted through the bad channel and decoded incorrectly), is \( P_{e,K,GN_2;BN_1} = 2^{K-(N_1+N_2)R_{0,GN_2;BN_1}} \) where \( R_{0,GN_2;BN_1} = \frac{N_1R_{0,B}+N_2R_{0,G}}{N_1+N_2} \).

From the packet error probability formulas (4.55) and (4.56), we observe that there is an optimal \( N \) for each information packet that minimizes the average system delay. The reason is that if \( N \) is small, then the packet error probability becomes large. This increases the system delay and energy due to the high possibility of packet retransmission. On the other hand, if \( N \) is large, although the packet error probability is small, the transmission time per packet is large. Our goal is to find the best \( N_i \) to minimize the average delay. We first fix \( E_c/N_0 \) and optimize the average delay to get the corresponding packet lengths for \( N_i \). From this, we can evaluate both average delay and average energy consumption. Repeating the above argument for different \( E_c/N_0 \), we get the energy-delay curve. All the following figures show the energy-delay curves when the bad channel SNR varies from -3 to 3 dB.

We plot SW-ARQ and SW-MARQ for different \( K \) in Fig.4.14. The system uses the following parameters, \( m = 2, m_R = 1, \lambda = \mu = 0.0001 \) and \( r = 2 \). We observe that the average delay of MARQ at low channel SNR is smaller by 20% compared to ARQ. At high channel SNR, the two systems have almost the same performance because the transmitter has a higher chance to get an ACK on the first transmission with higher channel SNR. The effect of the receiver memory improvement to the system performance goes away due to the lack of the receiver memory. Therefore, MARQ outperforms ARQ since MARQ can decode more efficiently by utilizing the previous erroneous packets. We also note that the normalized average delay and
energy of systems decreases as $K$ increases. In [15], we showed the optimal error probability that achieves the minimum average delay is approximated as $\frac{1}{1+K\ln 2}$ when the packet error probability represented by (4.55). From this, we can express the normalized average delay with respect to the number of information bits $K$ as

$$T_{d,avg}/K = 1 + \frac{\log_2(\ln K)}{R_0}, \quad (4.57)$$

for a fixed channel condition with cutoff rate $R_0$. From (4.57), we know that the normalized delay decreases as $K$ increases for any channel condition (cutoff rate). Because the average performance (delay or energy) of ARQ systems over time varying channels could be treated as a mix of performance of ARQ systems over a good channel and a bad channel with some proportion to each, hence, this explains why the normalized average values decrease as $K$ increases as indicated in the figure.

![Figure 4.14: Energy-Delay curves for different $K_{DT}$.](image)

We plot energy-delay curves of SW-ARQ and SW-MARQ for different $\lambda$ in Fig.4.15 with a fixed average channel SNR. The systems use following parameters, $m = 2$, $m_R = 1$, $K = 100$ and $r = 2(3dB)$. We observe that the average delay and energy
decreases with the increase of $\lambda$. The reason is that the average delay and energy values are the function of $\lambda$ and they decrease as $\lambda$ increases as shown in Fig.4.16. The effects of $\lambda$ and $\mu$ to the average energy and delay become less significant as the channel SNR increases. When the channel SNR becomes large, the systems have higher chance to transmit a packet successfully on the first attempt, therefore the average values affected by $\lambda$ and $\mu$ through channel transition probabilities become less significant.

![Figure 4.15: Energy-Delay curves for different $\lambda$ with fixed average SNR.](image)

Fig. 4.17 shows the energy-delay curves for different average channel SNRs. The systems use following parameters, $m = 2$, $m_R = 1$, $K = 100$ and $\lambda = 0.001$. We find that the energy-delay curves have largest values for $\lambda = 4\mu$ because the channel has a probability of $\frac{4}{5}$ to stay in the bad channel state compared to $\frac{1}{2}$ for $\lambda = \mu$ and $\frac{1}{3}$ for $\mu = 2\lambda$. We also observe that MARQ systems are more sensitive to changes of parameters ($\lambda$ and $\mu$) of time varying channels because the MARQ systems can improve the system performance significantly compared to ARQ systems due to
better error correction capability. Therefore, MARQ has better performance but is more sensitive than ARQ.

The comparison of three different repetition ARQ schemes is given in Fig. 4.18. The systems uses the following parameters, $m = 2$, $m_R = 1$, $K = 100$ and $\lambda = 0.0001$. From Fig. 4.18, we see that the system has worst performance when it does not utilize the previous error packet information (memoryless at the receiver). For the receiver with memory, the R-ARQ-SWM has better performance compared to R-ARQ-NOW because R-ARQ-NOW refreshes the memory buffer with the repetition period of packet lengths even the previous packet is erroneous received. Accordingly, it cannot utilize all the information of previous erroneous packets.

The effect of different $N_{rt}$ for GBN-ARQ is shown in Fig. 4.18. The systems use following parameters, $m = 2$, $m_R = 1$, $K = 100$ and $\lambda = 0.001$. It shows that the average delay and energy consumed by the systems are proportional to the quantity $N_{rt}$ since this is a go-back-$N_{rt}$ protocol. Therefore, we need to retransmit all the
Figure 4.17: Energy-Delay curves for different average channel SNRs.

Figure 4.18: Energy-Delay curves for repetition ARQ.
following \( N_{rt} \) packets when the transmitter receives a NACK packet. In other words, the system needs to spend \( N_{rt} \) times in delay and energy for each packet transmission.

![Energy-Delay curves for GBNARQ with different \( N_{rt} \).](image)

**Figure 4.19: Energy-Delay curves for GBNARQ with different \( N_{rt} \).**

### 4.8 Conclusion

In this chapter we modeled an ARQ system with a FSM to obtain the joint distribution of energy and delay for packet transmission over time varying channels. According to the state diagram constructed from the FSM, we derived the joint generating function of energy and delay. The generating function was used to obtain the energy and delay tradeoff curves of an ARQ system. This comprehensive approach allows us to analyze the overall system by taking into account the states of the transmitter, receiver and channel. Finally, the numerical results demonstrated the time-varying characteristics of the channel have a great influence on the system performance.
CHAPTER V

Conclusion and Future Research

In this chapter, we conclude this dissertation by summarizing the content of the thesis and proposing possible future research directions.

5.1 Contributions

The most important contribution of this thesis is to represent the operation of a system by a state diagram and use the generating function approach to derive the statistics of the energy and delay consumption. We investigated the energy and delay tradeoff of a wireless communication system. In the first part (Chapter 2 and 3) of this thesis, we analyzed the energy and delay for a communication network. In the second part (Chapter 4) of this thesis, we studied an ARQ communication system.

In Chapter 2, we began by extending the approach proposed in [22] to determine average energy and delay of a successful packet transmission by taking into consideration the dependence of packet error probability on energy and delay. Thereupon, we proposed a state diagram representation of the operation of the MAC layer to obtain the joint generating function of the energy and delay by considering the effects of the PHY and MAC layer jointly. Furthermore, channel coding was incorporated in the analysis by estimating the packet error probability using error-exponent-based bounds under an AWGN channel. Using these analysis tools, the code rate and the
signal-to-noise ratio per dimension were optimized to achieve minimum average delay per information bit. By changing the signal-to-noise ratio, the energy-delay trade-off curves for minimum delay were obtained. Finally, an approximation method to express the energy-delay tradeoff curves analytically was provided. The comparison of the energy-delay tradeoff curves evaluated from this approximation method with the exact energy-delay tradeoff curves (from numerical optimization) demonstrated that this approximation method is extremely accurate especially when the number of information bits per packet is large.

In Chapter 3, we applied our proposed generating analysis method to analyze and design other wireless network protocols. We first designed an energy adaptation scheme with original IEEE 802.11 protocol in which the transmitter increases the energy level per coded symbol whenever it suffers an unsuccessful transmission. The numerical results showed that the proposed protocol can improve the energy and delay throughput of the system significantly when the channel condition is bad. By using Reed-Solomon codes we optimized the system performance over the code rate and energy per coded bit. Although we used Reed-Solomon codes over AWGN channel to represent packet error probabilities, the framework of our analysis can be used for other coding and modulation schemes over various wireless channels. The second proposed protocol is an ARQ scheme for data packets transmission with 802.11 protocol. The purpose of this analysis is to demonstrate that the generating function approach can be applied to analyze more protocol layers jointly by including the analysis of the logical link control (LLC) sublayer into the original protocol (MAC and PHY layers only). The numerical results showed that the IEEE 802.11 original protocol and the proposed one have almost identical performances and are equally sensitive to the knowledge of the channel quality, say channel SNR, at the transmit-
ter. We also observed that the reduction in delay of a SWARQ-FT system achieved by immediately retransmitting an erroneously received packet, is compensated by the increased delay needed to access the channel, since other users use the same protocol. While ARQ provides some robustness to SNR uncertainty in a conventional single user system, this is not the case in this multiuser scenario.

In Chapter 4, we modeled an ARQ system with a FSM to obtain the joint distribution of energy and delay for successful packet transmission over a time varying channels. According to the state diagram constructed from FSM, we derived the joint generating function of energy and delay. The generating function was used to obtain the energy and delay tradeoff curves of an ARQ system. This comprehensive approach allows us to analyze the overall system taking into account the states of transmitter, receiver and channel. Finally, the numerical results demonstrated the time-varying characteristics of the channel have a great influence on the system performance. The cutoff rate for two different memory receiver structures was derived and the optimization of the cutoff rate under average energy constraint was discussed.

5.2 Future Research

In this thesis, packet error probabilities are represented by random coding bounds. One extension is to consider the packet error probability for specific coding schemes, such as LDPC or turbo codes. The other research direction that can be explored is to relax the assumption of the saturation traffic by analyzing the non-saturation traffic. For a different traffic model, we can further consider the delay spent in a buffer. By regulating the desired quality of services (QoS), we also can investigate the best energy allocation strategy for transmitting stations.
Although some research in [22, 39, 14, 15] considered the effects of packet errors in their analysis, they all assumed that all stations in a wireless network share an identical channel condition. However, this assumption is not realistic in practice, the wireless communication-links between any pair of source and destination stations may differ from each other due to the different physical objects in between. Therefore, one possible future research is to relax the restriction of the homogeneous channel condition for all the contending stations by considering the channel inhomogeneity incurred among different users. We believe that the proposed generating function method described in this thesis could be applied to other MAC protocols with more complicated channel conditions.

The energy considered in the thesis is just transmission energy. We also can consider other energy consumption, such as hardware processing energy, antenna switching energy between transmitting and receiving modes. In commercial wireless networks, mobility is an important issue, however, we do not consider mobility issue in this thesis. Future research is needed to quantify how the energy and delay consumption changes when stations are mobile.

For ARQ systems, we only considered error free case for the ACK and NACK packets in this thesis. One future research direction is to analyze an ARQ system by taking into consideration the nonzero ACK and NACK packet error probabilities and the energy and delay consumption for ACK and NACK packets. The spatial dimension provided by multiple antennas is known to dramatically increase system capacity. As a result, combining multiple-input multiple-out (MIMO) with ARQ systems has become an important and popular research subject. In particular, the combination of MIMO spatial diversity with temporal diversity has led to widespread development of space–time coding (STC) schemes. Many approaches have been
proposed for STC, for example, space−time trellis coding, space−time bit-interleaved
coded modulation (BICM), and space−time block coding. Another future research
direction is to develop some new ARQ protocols for MIMO systems which adapt the
signal constellation of each ARQ retransmission.
APPENDIX A

Generating Function Analysis for NR-ARQ Systems

A.1 Memoryless Receiver

In this section, we will determine the joint generating function of the energy consumed and delay incurred for a NR-ARQ system without the receiver memory according to the general formulas provided in Chapter 4.3. In order to illustrate the meaning for those formulas, we consider a system with some specific parameters. We assume that the sequence of packet lengths used for each transmission is \( \{N_1, N_2, N_2, \cdots \} \). For all appendices, we use \( \bar{P} = 1 - P \) for an event with probability value \( P \).

From the state transition diagram shown in Fig. 4.3, we can group all transmissions with transmission indices from as \((2 + k \cdot 1)\) for \( k \in \{0, 1, 2, \cdots \} \) into a group since these transmissions use same packet length \( N_2 \) to transmission. We can see that there is only one group, \( g_1 \), in this system and \( T(i_1) = T(2) = 2 \).

We first derive the first part of the generating function for those successful transmissions which are not belonged to \((2 + k \cdot 1 + 1)\). Therefore, we need to evaluate the generating functions for \( G_1(X, Y) \) and \( G_2(X, Y) \). The generating function for the event that the packet is transmitted successfully in the first transmission is

\[
G_1(X, Y) = (P_G(1 - P_{e,G_1}) + P_B(1 - P_{e,B_1}))X^{N_1T_k}Y^{N_1E_c}, \quad (A.1)
\]
where $P_G$ and $P_B$ are the probabilities that the initial transmission was in good and bad states, respectively. We assume that $P_G$ is equal to stationary probability of good channel ($\frac{\mu}{\lambda + \mu}$) and $P_B$ is equal to stationary probability of bad channel ($\frac{\lambda}{\lambda + \mu}$) if the system has operated for a long time period already. Because $\min i_1 = 2$, we need to evaluate the generating function of $G_2$ by using the recursion formula shown in (4.12) and obtain

$$G_2(X, Y) = [P_G P_{e,G1} e^{-\lambda N_1 T_b} + P_B P_{e,B1} e^{-\mu N_1 T_b}] P_{e,G2} X^{(N_1 + N_2)} Y^{(N_1 + N_2)} E_e + [P_G P_{e,G1} e^{-\lambda N_1 T_b} + P_B P_{e,B1} e^{-\mu N_1 T_b}] P_{e,B2} X^{(N_1 + N_2)} Y^{(N_1 + N_2)} E_e.\quad (A.2)$$

For the second part of the generating function for those successful transmissions with transmission indices form as $(2 + k \cdot 1 + 1)$ for $k \in \{0, 1, 2, \cdots \}$, we need to obtain the generating functions of $G_{f,G2}$ and $G_{f,B2}$ by solving a set of linear equations. We omit the memory content parts in $G_{f,G2}$ and $G_{f,B2}$ for further notational simplicity since this is a memoryless system. From the systems of equations shown in (4.9), the generating functions of $G_{f,G2}$ and $G_{f,B2}$ will be determined if the transition probability matrix for the system states and the initial conditions are given. For transition matrix, it is

$$
\begin{bmatrix}
P_{e,G2} e^{\lambda N_2 T_b} & P_{e,G2} (1 - e^{\lambda N_2 T_b}) \\
\vdots & \vdots \\
\end{bmatrix},
\quad (A.3)
$$

and the initial conditions are

$$
A_{f,G2} = [P_G P_{e,G1} e^{-\lambda N_1 T_b} + P_B P_{e,B1} (1 - e^{-\mu N_1 T_b})] P_{e,G2} X^{(N_1 + N_2)} Y^{(N_1 + N_2)} E_e
$$

$$
A_{f,B2} = [P_G P_{e,G1} (1 - e^{-\lambda N_1 T_b}) + P_B P_{e,B1} e^{-\mu N_1 T_b}] P_{e,B2} X^{(N_1 + N_2)} Y^{(N_1 + N_2)} E_e.
\quad (A.4)
$$
Therefore, the total generating function for this system is

\[ G_s = G_1 + G_2 + [G_f,G_2 e^{-\lambda N_2 T_b}(1 - P_{e,G_2}) + G_f,B_2 (1 - e^{-\mu N_2 T_b})(1 - P_{e,B_2}) + G_f,G_2 (1 - e^{-\lambda N_2 T_b})(1 - P_{e,B_2}) + G_f,B_2 e^{-\mu N_2 T_b}(1 - P_{e,B_2})] X^{N_2 T_b} Y^{N_2 E_c} \]

(A.5)

### A.2 Memory Receiver

In this section, we will determine the joint generating function of the energy and delay required for a NR-ARQ system with the receiver memory. We assume that the sequence of packet lengths used for each transmission is \( \{N_1, N_2, N_2, \cdots \} \).

From the state transition diagram shown in Fig. 4.6, we can group all transmissions with transmission indices from as \((3 + k \cdot 1)\) for \( k \in \{0, 1, 2, \cdots \} \) into a group since these transmissions use same packet length \( N_2 \) to transmission. We can see that there is only one group, \( g_1 \), in this system and \( T(i_1) = T(3) = 2 \).

We first derive the first part of the generating functions for those successful transmissions which are not belonged to indices \((3 + k \cdot 1)\). Since \( i_1 = 3 \), we need to evaluate \( G_1, G_2, \) and \( G_3 \) recursively from (4.12). They are

\[ G_1(X, Y) = (P_G(1 - P_{e,G_1}) + P_B(1 - P_{e,B_1})) X^{N_1 T_b} Y^{N_1 E_c} \]

\[ G_2(X, Y) = [P_G P_{e,G_1} (e^{-\lambda N_1 T_b}(1 - P_{e,G_2|G_1}) + (1 - e^{-\lambda N_1 T_b})(1 - P_{e,B_2|G_1})) + P_B P_{e,B_1} ((1 - e^{-\mu N_1 T_b})(1 - P_{e,G_2|B_1}) + e^{-\mu N_1 T_b}(1 - P_{e,B_2|B_1}))] \cdot X^{(N_1+N_2) T_b} Y^{(N_1+N_2) E_c} \]

\[ G_3(X, Y) = [P_G P_{e,G_1} (e^{-\lambda N_1 T_b} P_{e,G_2|G_1} e^{-\lambda N_2 T_b} \overline{P_{e,G_2|G_2}} + e^{-\lambda N_1 T_b} P_{e,G_2|G_1} e^{-\lambda N_2 T_b} \overline{P_{e,B_2|G_2}} + e^{-\lambda N_1 T_b} P_{e,B_2|B_1} e^{-\lambda N_2 T_b} \overline{P_{e,B_2|B_2}} + P_B P_{e,B_1} (e^{-\mu N_1 T_b} P_{e,G_2|B_1} e^{-\lambda N_2 T_b} \overline{P_{e,G_2|G_2}} + e^{-\mu N_1 T_b} P_{e,G_2|B_1} e^{-\mu N_2 T_b} \overline{P_{e,B_2|G_2}} + e^{-\mu N_1 T_b} P_{e,B_2|B_1} e^{-\mu N_2 T_b} \overline{P_{e,B_2|B_2}} + e^{-\mu N_1 T_b} P_{e,B_2|B_1} e^{-\lambda N_2 T_b} \overline{P_{e,B_2|B_2}} + e^{-\mu N_1 T_b} P_{e,B_2|B_1} e^{-\mu N_2 T_b} \overline{P_{e,B_2|B_2}})] \cdot X^{(N_1+N_2+N_3) T_b} Y^{(N_1+N_2+N_3) E_c} \]  

(A.6)
For the second part of the generating function for those successful transmissions with transmission indices form as \((3 + k \cdot 1 + 1)\) for \(k \in \{0, 1, 2, \cdots\}\), we need to obtain the generating functions of \(G_{f,G_2|G_2}, G_{f,B_2|G_2}, G_{f,G_2|B_2}\) and \(G_{f,B_2|B_2}\) by solving a set of linear equations. From the systems of equations shown in (4.9), the generating functions of \(G_{f,G_2|G_2}, G_{f,B_2|G_2}, G_{f,G_2|B_2}\) and \(G_{f,B_2|B_2}\) will be determined if the transition probability matrix for the system states and the initial conditions are given. For transition matrix, it is

\[
\begin{bmatrix}
P_{e,G_2|G_2}e^{\lambda N_2 T_b} & 0 & P_{e,G_2|G_2}e^{\lambda N_2 T_b} & 0 \\
P_{e,G_2|B_2}e^{\lambda N_2 T_b} & 0 & P_{e,G_2|B_2}e^{\lambda N_2 T_b} & 0 \\
0 & P_{e,B_2|G_2}e^{\mu N_2 T_b} & 0 & P_{e,B_2|G_2}e^{\mu N_2 T_b} \\
0 & P_{e,B_2|B_2}e^{\lambda N_2 T_b} & 0 & P_{e,B_2|B_2}e^{\lambda N_2 T_b}
\end{bmatrix},
\]

(A.7)

and the initial conditions are

\[
A_{f,G_2|G_2} = (P_G P_{e,G_1} e^{-\lambda N_1 T_b} P_{e,G_2|G_1} + P_B P_{e,B_1} e^{-\mu N_1 T_b} P_{e,G_2|B_1}) e^{-\lambda N_2 T_b} P_{e,G_2|G_2} \cdot X^{(N_1 + 2 N_2) T_b} Y^{(N_1 + 2 N_2) E_c},
\]

\[
A_{f,G_2|B_2} = (P_G P_{e,G_1} e^{-\lambda N_1 T_b} P_{e,B_2|G_1} + P_B P_{e,B_1} e^{-\mu N_1 T_b} P_{e,B_2|B_1}) e^{-\mu N_2 T_b} P_{e,G_2|B_2} \cdot X^{(N_1 + 2 N_2) T_b} Y^{(N_1 + 2 N_2) E_c},
\]

\[
A_{f,B_2|G_2} = (P_G P_{e,G_1} e^{-\lambda N_1 T_b} P_{e,G_2|G_1} + P_B P_{e,B_1} e^{-\mu N_1 T_b} P_{e,G_2|B_1}) e^{-\lambda N_2 T_b} P_{e,B_2|G_2} \cdot X^{(N_1 + 2 N_2) T_b} Y^{(N_1 + 2 N_2) E_c},
\]

\[
A_{f,B_2|B_2} = (P_G P_{e,G_1} e^{-\lambda N_1 T_b} P_{e,B_2|G_1} + P_B P_{e,B_1} e^{-\mu N_1 T_b} P_{e,B_2|B_1}) e^{-\mu N_2 T_b} P_{e,B_2|B_2} \cdot X^{(N_1 + 2 N_2) T_b} Y^{(N_1 + 2 N_2) E_c},
\]

(A.8)
Therefore, the total generating function for this system is

\[
G_s = G_1 + G_2 + G_3 + [G_{f,G_2|G_2} e^{-\lambda N_2 T_b} (1 - P_{e,G_2|G_2}) + G_{f,G_2|G_2} e^{-\lambda N_2 T_b} (1 - P_{e,B_2|G_2}) + G_{f,B_2|G_2} e^{-\mu N_2 T_b} (1 - P_{e,G_2|B_2}) + G_{f,B_2|B_2} e^{-\mu N_2 T_b} (1 - P_{e,B_2|B_2})] X^{N_2 T_b} Y^{N_2 E_c}. \quad (A.9)
\]
B.1 Memoryless Receiver

In this section, we will determine the joint generating function of the energy consumed and delay incurred for a R-ARQ system without the receiver memory according to the general formulas provided in Chapter 4.3. We consider a system with some specific parameters by assuming that the sequence of packet lengths used for each transmission is \( \{N_1, N_2, N_1, N_2, N_1, N_2, \cdots \} \).

From the state transition diagram shown in Fig. 4.8, we can group all transmissions with transmission indices from as \((1 + k \cdot 2)\) for \(k \in \{0, 1, 2, \cdots \}\) into a group \(g_1\) and \((2 + k \cdot 1)\) for \(k \in \{0, 1, 2, \cdots \}\) into another group \(g_2\). There are two groups, \(g_1, g_2\), in this system and \(T(i_1) = T(1) = 1, T(i_2) = T(2) = 2\).

We first derive the first part of the generating function. Since \(i_1 = 1, i_2 = 2\), the only term in the first part of the generating function is \(G_1(X, Y)\). The generating function for the event that the packet is transmitted successfully in the first transmission is

\[
G_1(X, Y) = (P_G(1 - P_{e,G_1}) + P_B(1 - P_{e,B_1}))X^{N_1}Y^{N_1}E_c, \tag{B.1}
\]

where \(P_G\) and \(P_B\) are the probabilities that the initial transmission was in good and bad states, respectively. We assume that \(P_G\) is equal to stationary probability of
good channel \( \frac{\mu}{\lambda+\mu} \) and \( P_B \) is equal to stationary probability of bad channel \( \frac{\lambda}{\lambda+\mu} \) if the system has operated for a long time period already.

For the second part of the generating function for those successful transmissions with transmission indices form as \( (1 + k \cdot 2 + 1) \) for \( k \in \{0, 1, 2, \cdots\} \), we need to obtain the generating functions of \( G_{f,G_1} \) and \( G_{f,B_1} \) by solving a set of linear equations. Similarly, for those successful transmissions with transmission indices form as \( (2 + k \cdot 2 + 1) \) for \( k \in \{0, 1, 2, \cdots\} \), we need to obtain the generating functions of \( G_{f,G_2} \) and \( G_{f,B_2} \) by solving a set of linear equations.

From the systems of equations shown in (4.9), the generating functions of \( G_{f,G_1} \) and \( G_{f,B_1} \) will be determined if the transition probability matrix, \( M_{g_1} \), for the system states and the initial conditions are given. For transition matrix, it is

\[
M_{g_1} = \begin{bmatrix}
c_{11}^{g_1} & c_{12}^{g_1} \\
c_{21}^{g_1} & c_{22}^{g_1}
\end{bmatrix}
\] (B.2)

where

\[
c_{11}^{g_1} = P_{e,G_1} P_{e,G_2} e^{-\lambda N_1 T_b} e^{-\lambda N_2 T_b} + P_{e,G_1} P_{e,B_2} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b}
\]

\[
c_{12}^{g_1} = P_{e,G_1} P_{e,G_2} e^{-\lambda N_1 T_b} e^{-\lambda N_2 T_b} + P_{e,G_1} P_{e,B_2} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b}
\]

\[
c_{21}^{g_1} = P_{e,B_1} P_{e,G_2} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b} + P_{e,B_1} P_{e,B_2} e^{-\mu N_1 T_b} e^{-\mu N_2 T_b}
\]

\[
c_{22}^{g_1} = P_{e,B_1} P_{e,G_2} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b} + P_{e,B_1} P_{e,B_2} e^{-\mu N_1 T_b} e^{-\mu N_2 T_b} \] (B.3)

And the initial conditions are

\[
A_{f,G_1} = P_G P_{e,G_1} X^{N_1 T_b} Y^{N_1 E_c}
\]

\[
A_{f,B_1} = P_B P_{e,B_1} X^{N_1 T_b} Y^{N_1 E_c} \] (B.4)

Similarly, the generating functions of \( G_{f,G_2} \) and \( G_{f,B_2} \) will be determined if the transition probability matrix, \( M_{g_2} \), for the system states and the initial conditions
are given. For transition matrix, it is

\[ M_{g2} = \begin{bmatrix} c_{11}^g & c_{12}^g \\ c_{21}^g & c_{22}^g \end{bmatrix}, \]  

(B.5)

where

\[ c_{11}^g = P_{e,G2} P_{e,G1} e^{-\lambda N_1 T_b} e^{-\lambda N_1 T_b} + P_{e,G2} P_{e,B1} e^{-\lambda N_1 T_b} e^{-\mu N_1 T_b} \]

\[ c_{12}^g = P_{e,G2} P_{e,G1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b} + P_{e,G2} P_{e,B1} e^{-\lambda N_2 T_b} e^{-\mu N_1 T_b} \]

\[ c_{21}^g = P_{e,B2} P_{e,G1} e^{-\mu N_2 T_b} e^{-\lambda N_1 T_b} + P_{e,B2} P_{e,B1} e^{-\mu N_2 T_b} e^{-\mu N_1 T_b} \]

\[ c_{22}^g = P_{e,B2} P_{e,G1} e^{-\mu N_2 T_b} e^{-\lambda N_1 T_b} + P_{e,B2} P_{e,B1} e^{-\mu N_2 T_b} e^{-\mu N_1 T_b}. \]

(B.6)

And the initial conditions are

\[ A_{f,G2} = [P_G P_{e,G1} e^{-\lambda N_1 T_b} + P_B P_{e,B1} (1 - e^{-\mu N_1 T_b})] P_{e,G2} X^{(N_1 + N_2) T_b} Y^{(N_1 + N_2) E_c} \]

\[ A_{f,B2} = [P_G P_{e,G1} (1 - e^{-\lambda N_1 T_b}) + P_B P_{e,B1} e^{-\mu N_1 T_b}] P_{e,B2} X^{(N_1 + N_2) T_b} Y^{(N_1 + N_2) E_c}. \]

(B.7)

Therefore, the total generating function for this system is

\[ G_s = G_1 + [G_{f,G1} (e^{-\lambda N_1 T_b} P_{e,G2} + e^{-\lambda N_1 T_b} P_{e,B2})]

\[ G_{f,B1} (e^{-\mu N_1 T_b} P_{e,G2} + e^{-\mu N_1 T_b} P_{e,B2})] X^{N_2 T_b} Y^{N_2 E_c} + \]

\[ [G_{f,G2} (e^{-\lambda N_2 T_b} P_{e,G1} + e^{-\lambda N_2 T_b} P_{e,B1})]

\[ G_{f,B2} (e^{-\mu N_2 T_b} P_{e,G1} + e^{-\mu N_2 T_b} P_{e,B1})] X^{N_1 T_b} Y^{N_1 E_c}. \]

(B.8)

**B.2 Memory Receiver : Sliding Window**

In this section, we will determine the generating function for a R-ARQ system with the receiver memory which updates its memory contents by the sliding window operation. We assume that the sequence of packet lengths used for each transmission is \{N_1, N_2, N_1, N_2, N_1, N_2, \cdots \}. 
From the state transition diagram shown in Fig. 4.9, we can group all transmissions with transmission indices from as \((2 + k \cdot 2)\) for \(k \in \{0, 1, 2, \cdots\}\) into a group \(g_1\) and \((3 + k \cdot 2)\) for \(k \in \{0, 1, 2, \cdots\}\) into another group \(g_2\). There are two groups, \(g_1, g_2\), in this system and \(T(i_1) = T(2) = 2, T(i_2) = T(3) = 1\).

We first derive the first part of the generating function. Since \(i_1 = 2, i_2 = 3\), the terms in the first part of the generating function are \(G_1, G_2\). They are

\[
G_1(X,Y) = (P_G(1 - P_{e,G_1}) + P_B(1 - P_{e,B_1}))X^{N_1T_b}Y^{N_1E_c}
\]

\[
G_2(X,Y) = [P_GP_{e,G_1}(e^{-\lambda N_1T_b}P_{e,G_2|G_1|} + e^{-\lambda N_1T_b}P_{e,B_2|G_1|}) + P_BP_{e,B_1}(e^{-\mu N_1T_b}P_{e,B_2|B_1|} + e^{-\mu N_1T_b}P_{e,G_2|B_1|})]X^{(N_1+N_2)T_b}Y^{(N_1+N_2)E_c},
\]

(B.9)

where \(P_G\) and \(P_B\) are the probabilities that the initial transmission was in good and bad states, respectively. We assume that \(P_G\) is equal to stationary probability of good channel \((\frac{\mu}{\lambda + \mu})\) and \(P_B\) is equal to stationary probability of bad channel \((\frac{\lambda}{\lambda + \mu})\) if the system has operated for a long time period already.

For the second part of the generating function for those successful transmissions with transmission indices form as \((2 + k \cdot 2 + 1)\) for \(k \in \{0, 1, 2, \cdots\}\), we need to obtain the generating functions of \(G_{f,G_2|G_1}, G_{f,G_2|B_1}, G_{f,B_2|G_1}, \) and \(G_{f,B_2|B_1}\) by solving a set of linear equations. Similarly, for those successful transmissions with transmission indices form as \((3 + k \cdot 2 + 1)\) for \(k \in \{0, 1, 2, \cdots\}\), we need to obtain the generating functions of \(G_{f,G_1|G_2}, G_{f,G_1|B_2}, G_{f,B_1|G_2}, \) and \(G_{f,B_1|B_2}\) by solving a set of linear equations.

From the systems of equations shown in (4.9), the generating functions of \(G_{f,G_2|G_1}, G_{f,G_2|B_1}, G_{f,B_2|G_1}, \) and \(G_{f,B_2|B_1}\) will be determined if the transition probability matrix, \(M_{g_1}\), for the system states and the initial conditions are given. For transition matrix,
it is

\[ M_{g1} = \begin{bmatrix}
    c_{11}^{g1} & c_{12}^{g1} & c_{13}^{g1} & c_{14}^{g1} \\
    c_{21}^{g1} & c_{22}^{g1} & c_{23}^{g1} & c_{24}^{g1} \\
    c_{31}^{g1} & c_{32}^{g1} & c_{33}^{g1} & c_{34}^{g1} \\
    c_{41}^{g1} & c_{42}^{g1} & c_{43}^{g1} & c_{44}^{g1}
\end{bmatrix}, \quad (B.10)
\]

where

\[
\begin{align*}
    c_{11}^{g1} &= P_{e,G_2|G_1} P_{e,G_1|G_2} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{12}^{g1} &= P_{e,G_2|G_1} P_{e,B_1|G_2} e^{-\lambda N_2 T_b} e^{-\mu N_1 T_b}, \\
    c_{13}^{g1} &= P_{e,G_2|G_1} P_{e,G_1|G_2} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{14}^{g1} &= P_{e,G_2|G_1} P_{e,B_1|G_2} e^{-\lambda N_2 T_b} e^{-\mu N_1 T_b}, \\
    c_{21}^{g1} &= P_{e,G_2|B_1} P_{e,G_1|G_2} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{22}^{g1} &= P_{e,G_2|B_1} P_{e,B_1|G_2} e^{-\lambda N_2 T_b} e^{-\mu N_1 T_b}, \\
    c_{23}^{g1} &= P_{e,G_2|B_1} P_{e,G_1|G_2} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{24}^{g1} &= P_{e,G_2|B_1} P_{e,B_1|G_2} e^{-\lambda N_2 T_b} e^{-\mu N_1 T_b}, \\
    c_{31}^{g1} &= P_{e,B_2|G_1} P_{e,G_1|B_2} e^{-\mu N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{32}^{g1} &= P_{e,B_2|G_1} P_{e,B_1|B_2} e^{-\mu N_2 T_b} e^{-\mu N_1 T_b}, \\
    c_{33}^{g1} &= P_{e,B_2|G_1} P_{e,G_1|B_2} e^{-\mu N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{34}^{g1} &= P_{e,B_2|G_1} P_{e,B_1|B_2} e^{-\mu N_2 T_b} e^{-\mu N_1 T_b}, \\
    c_{41}^{g1} &= P_{e,B_2|B_1} P_{e,G_1|B_2} e^{-\mu N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{42}^{g1} &= P_{e,B_2|B_1} P_{e,B_1|B_2} e^{-\mu N_2 T_b} e^{-\mu N_1 T_b}, \\
    c_{43}^{g1} &= P_{e,B_2|B_1} P_{e,G_1|B_2} e^{-\mu N_2 T_b} e^{-\lambda N_1 T_b}, \\
    c_{44}^{g1} &= P_{e,B_2|B_1} P_{e,B_1|B_2} e^{-\mu N_2 T_b} e^{-\mu N_1 T_b}.
\end{align*}
\]

(B.11)

And the initial conditions are

\[
\begin{align*}
    A_{f,G_2|G_1} &= P_G P_{e,G_1} P_{e,G_2|G_1} e^{-\lambda N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_c}, \\
    A_{f,G_2|B_1} &= P_B P_{e,B_1} P_{e,G_2|B_1} e^{-\mu N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_c}, \\
    A_{f,B_2|G_1} &= P_G P_{e,G_1} P_{e,B_2|G_1} e^{-\lambda N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_c}, \\
    A_{f,B_2|B_1} &= P_B P_{e,B_1} P_{e,B_2|B_1} e^{-\mu N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_c}.
\end{align*}
\]

(B.12)

Similarly, for those successful transmissions with transmission indices form as \((3 + k \cdot 2 + 1)\) for \(k \in \{0, 1, 2, \cdots\}\), we need to obtain the generating functions of \(G_{f,G_1|G_2}, G_{f,G_1|B_2}, G_{f,B_1|G_2}, \) and \(G_{f,B_1|B_2}\) by solving a set of linear equations.
From the systems of equations shown in (4.9), the generating functions of $G_{f,G_1|G_2}$, $G_{f,G_1|B_2}$, $G_{f,B_1|G_2}$, and $G_{f,B_1|B_2}$ will be determined if the transition probability matrix, $M_{gs}$, for the system states and the initial conditions are given. For transition matrix, it is

$$M_{g_2} = \begin{bmatrix} c_{11}^{g_2} & c_{12}^{g_2} & c_{13}^{g_2} & c_{14}^{g_2} \\ c_{21}^{g_2} & c_{22}^{g_2} & c_{23}^{g_2} & c_{24}^{g_2} \\ c_{31}^{g_2} & c_{32}^{g_2} & c_{33}^{g_2} & c_{34}^{g_2} \\ c_{41}^{g_2} & c_{42}^{g_2} & c_{43}^{g_2} & c_{44}^{g_2} \end{bmatrix}, \quad (B.13)$$

where

$$c_{11}^{g_2} = P_{e,G_1|G_2} P_{e,G_2|G_1} e^{-\lambda N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{12}^{g_2} = P_{e,G_1|G_2} P_{e,B_2|G_1} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b}$$

$$c_{13}^{g_2} = P_{e,G_1|G_2} P_{e,G_2|G_1} e^{-\lambda N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{14}^{g_2} = P_{e,G_1|G_2} P_{e,B_2|G_1} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b}$$

$$c_{21}^{g_2} = P_{e,G_1|B_2} P_{e,G_2|G_1} e^{-\lambda N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{22}^{g_2} = P_{e,G_1|B_2} P_{e,B_2|G_1} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b}$$

$$c_{23}^{g_2} = P_{e,G_1|B_2} P_{e,G_2|G_1} e^{-\lambda N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{24}^{g_2} = P_{e,G_1|B_2} P_{e,B_2|G_1} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b}$$

$$c_{31}^{g_2} = P_{e,B_1|G_2} P_{e,G_2|B_1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{32}^{g_2} = P_{e,B_1|G_2} P_{e,B_2|B_1} e^{-\mu N_1 T_b} e^{-\mu N_2 T_b}$$

$$c_{33}^{g_2} = P_{e,B_1|G_2} P_{e,G_2|B_1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{34}^{g_2} = P_{e,B_1|G_2} P_{e,B_2|B_1} e^{-\mu N_1 T_b} e^{-\mu N_2 T_b}$$

$$c_{41}^{g_2} = P_{e,B_1|B_2} P_{e,G_2|B_1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{42}^{g_2} = P_{e,B_1|B_2} P_{e,B_2|B_1} e^{-\mu N_1 T_b} e^{-\mu N_2 T_b}$$

$$c_{43}^{g_2} = P_{e,B_1|B_2} P_{e,G_2|B_1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}, \quad c_{44}^{g_2} = P_{e,B_1|B_2} P_{e,B_2|B_1} e^{-\mu N_1 T_b} e^{-\mu N_2 T_b}. \quad (B.14)$$
And the initial conditions are

\[
A_{f,G1|G2} = (P_G P_{e,G1} P_{e,G2|G1} e^{-\lambda N_1 T_b} e^{-\lambda N_2 T_b} + P_B P_{e,B1} P_{e,G2|B1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}) P_{e,G1|G2} 
\]

\[
A_{f,G1|B2} = (P_G P_{e,G1} P_{e,B2|G1} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b} + P_B P_{e,B1} P_{e,B2|B1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}) P_{e,G1|B2} 
\]

\[
A_{f,B1|G2} = (P_G P_{e,B1} P_{e,G2|G1} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b} + P_B P_{e,B1} P_{e,G2|B1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}) P_{e,B1|G2} 
\]

\[
A_{f,B1|B2} = (P_G P_{e,B1} P_{e,B2|G1} e^{-\lambda N_1 T_b} e^{-\mu N_2 T_b} + P_B P_{e,B1} P_{e,B2|B1} e^{-\mu N_1 T_b} e^{-\lambda N_2 T_b}) P_{e,B1|B2} 
\]

\[
X^{(2N_1+N_2)T_b} Y^{(2N_1+N_2)E_c}
\]

Therefore, the total generating function for this system is

\[
G_s = G_1(X, Y) + G_2(X, Y) + \left( (G_{f,G2|G1} + G_{f,G2|B1})(e^{-\lambda N_2 T_b} P_{e,G1|G2} + e^{-\lambda N_2 T_b} P_{e,B1|G2}) + (G_{f,B2|G1} + G_{f,B2|B1})(e^{-\mu N_2 T_b} P_{e,G1|B2} + e^{-\mu N_2 T_b} P_{e,B1|B2}) \right) X^{N_1 T_b} Y^{N_1 E_c} + \left( (G_{f,G1|G2} + G_{f,G1|B2})(e^{-\lambda N_1 T_b} P_{e,G2|G1} + e^{-\lambda N_1 T_b} P_{e,B2|G1}) + (G_{f,B1|G2} + G_{f,B1|B2})(e^{-\mu N_1 T_b} P_{e,G2|B1} + e^{-\mu N_1 T_b} P_{e,B2|B1}) \right) X^{N_2 T_b} Y^{N_2 E_c}
\]

\[
\text{(B.15)}
\]

**B.3 Memory Receiver : Non Overlap**

In this section, we will determine the generating function of energy and delay to transmit a data packet successfully for a R-ARQ system with the receiver memory. We assume that the sequence of packet lengths used for each transmission is \( \{N_1, N_2, N_1, N_2, N_1, N_2, \cdots \} \).

From the state transition diagram shown in Fig. 4.10, we can group all transmissions with transmission indices from as \((1 + k \cdot 2)\) for \(k \in \{0, 1, 2, \cdots \}\) into a group \(g_1\) and \((2 + k \cdot 2)\) for \(k \in \{0, 1, 2, \cdots \}\) into another group \(g_2\). There are two groups, \(g_1, g_2\), in this system and \(T(i_1) = T(1) = 1, T(i_2) = T(2) = 2\).
We first derive the first part of the generating function. Since $i_1 = 1, i_2 = 2$, the only term in the first part of the generating function is $G_1(X, Y)$. It is

$$G_1(X, Y) = (P_G(1 - P_{e,G_1}) + P_B(1 - P_{e,B_1}))X^{N_1T_b}Y^{N_1E_c}. \quad (B.17)$$

where $P_G$ and $P_B$ are the probabilities that the initial transmission was in good and bad states, respectively. We assume that $P_G$ is equal to stationary probability of good channel ($\frac{\mu}{\lambda + \mu}$) and $P_B$ is equal to stationary probability of bad channel ($\frac{\lambda}{\lambda + \mu}$) if the system has operated for a long time period already.

For the second part of the generating function for those successful transmissions with transmission indices form as $(1 + k \cdot 2 + 1)$ for $k \in \{0, 1, 2, \cdots \}$, we need to obtain the generating functions of $G_{f,G_1}$ and $G_{f,B_1}$ by solving a set of linear equations. Similarly, for those successful transmissions with transmission indices form as $(2 + k \cdot 2 + 1)$ for $k \in \{0, 1, 2, \cdots \}$, we need to obtain the generating functions of $G_{f,G_2|G_1}$, $G_{f,G_2|B_1}$, $G_{f,B_2|G_1}$, and $G_{f,B_2|B_1}$ by solving a set of linear equations.

From the systems of equations shown in (4.9), the generating functions of $G_{f,G_1}$ and $G_{f,B_1}$ will be determined if the transition probability matrix, $M_{g_{11}}$, for the system states and the initial conditions are given. For transition matrix, it is

$$M_{g_{11}} = \begin{bmatrix} c_{11}^{g_{11}} & c_{12}^{g_{11}} \\ c_{21}^{g_{11}} & c_{22}^{g_{11}} \end{bmatrix}, \quad (B.18)$$

where

$$
\begin{align*}
c_{11}^{g_{11}} &= P_{e,G_1}P_{e,G_2|G_1}e^{-\lambda N_1T_b}e^{-\lambda N_2T_b} + P_{e,G_1}P_{e,B_2|G_1}e^{-\lambda N_1T_b}e^{-\mu N_2T_b} \\
c_{12}^{g_{11}} &= P_{e,G_1}P_{e,G_2|G_1}e^{-\lambda N_1T_b}e^{-\lambda N_2T_b} + P_{e,G_1}P_{e,B_2|G_1}e^{-\lambda N_1T_b}e^{-\mu N_2T_b} \\
c_{21}^{g_{11}} &= P_{e,B_1}P_{e,G_2|B_1}e^{-\mu N_1T_b}e^{-\lambda N_2T_b} + P_{e,B_1}P_{e,B_2|B_1}e^{-\mu N_1T_b}e^{-\mu N_2T_b} \\
c_{22}^{g_{11}} &= P_{e,B_1}P_{e,G_2|B_1}e^{-\lambda N_1T_b}e^{-\lambda N_2T_b} + P_{e,B_1}P_{e,B_2|B_1}e^{-\mu N_1T_b}e^{-\mu N_2T_b} \quad (B.19)
\end{align*}
$$
And the initial conditions are

\[
A_{f,G_1} = P_{G_1} e_{G_1} X^{N_1 T_b} Y^{N_1 E_c}
\]

\[
A_{f,B_1} = P_{B_1} e_{B_1} X^{N_1 T_b} Y^{N_1 E_c}.
\]  

Similarly, for those successful transmissions with transmission indices form as 

\((2 + k \cdot 2 + 1)\) for \(k \in \{0, 1, 2, \cdots \}\), we need to obtain the generating functions of 

\(G_{f,G_2|G_1}\), \(G_{f,G_2|B_1}\), \(G_{f,B_2|G_1}\), and \(G_{f,B_2|B_1}\) by solving a set of linear equations.

From the systems of equations shown in (4.9), the generating functions of \(G_{f,G_2|G_1}\), 

\(G_{f,G_2|B_1}\), \(G_{f,B_2|G_1}\), and \(G_{f,B_2|B_1}\) will be determined if the transition probability matrix, 

\(M_{g_2}\), for the system states and the initial conditions are given. For transition matrix, it is

\[
M_{g_2} = \begin{bmatrix}
    c_{11} & c_{12} & c_{13} & c_{14} \\
    c_{21} & c_{22} & c_{23} & c_{24} \\
    c_{31} & c_{32} & c_{33} & c_{34} \\
    c_{41} & c_{42} & c_{43} & c_{44}
\end{bmatrix},
\]  

(B.21)

where

\[
c_{11}^{g_2} = P_{e,G_2|G_1} e_{G_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{12}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{13}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{14}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{21}^{g_2} = P_{e,G_2|G_1} e_{G_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{22}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{23}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{24}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{31}^{g_2} = P_{e,G_2|G_1} e_{G_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{32}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{33}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{34}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{41}^{g_2} = P_{e,G_2|G_1} e_{G_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{42}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b},
\]

\[
c_{43}^{g_2} = P_{e,G_2|B_1} e_{B_1} e^{-\lambda N_2 T_b} e^{-\lambda N_1 T_b}.
\]  

(B.22)
And the initial conditions are

\[
A_{f,G_2|G_1} = P_G P_{e,G_1} P_{e,G_2|G_1} e^{-\lambda N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_e}
\]

\[
A_{f,G_2|B_1} = P_B P_{e,B_1} P_{e,G_2|B_1} e^{-\mu N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_e}
\]

\[
A_{f,B_2|G_1} = P_G P_{e,G_1} P_{e,B_2|G_1} e^{-\lambda N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_e}
\]

\[
A_{f,B_2|B_1} = P_B P_{e,B_1} P_{e,B_2|B_1} e^{-\mu N_1 T_b} X^{(N_1+N_2)T_b} Y^{(N_1+N_2)E_e}
\]

(B.23)

Therefore, the total generating function for this system is

\[
G_s = G_1 + [G_{f,G_1}(e^{-\lambda N_1 T_b} P_{e,G_2|G_1} + e^{-\lambda N_1 T_b} P_{e,B_2|G_1}) +
\]

\[
G_{f,B_1}(e^{-\mu N_1 T_b} P_{e,G_2|B_1} + e^{-\mu N_1 T_b} P_{e,B_2|B_1})] X^{N_2 T_b} Y^{N_2 E_e} +
\]

\[
[(G_{f,G_2|G_1} + G_{f,G_2|B_1})(e^{-\lambda N_2 T_b} P_{e,G_1} + e^{-\lambda N_2 T_b} P_{e,B_1}) +
\]

\[
(G_{f,B_2|G_1} + G_{f,B_2|B_1})(e^{-\mu N_2 T_b} P_{e,G_1} + e^{-\mu N_2 T_b} P_{e,B_1})] X^{N_1 T_b} Y^{N_1 E_e}
\]

(B.24)
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In this thesis, there are two main themes. The first part of the thesis is to study the tradeoff between energy and delay for wireless networks. A network using a request-to-send (RTS) and clear-to-send (CTS) type medium access control (MAC) protocol is considered. We first determine the average delay incurred and the average energy consumed when the effects of an imperfect channel are incorporated in the model. In order to incorporate the relation between packet error probability, energy, and delay, we use the reliability function bounds for different channel models on the error probability of a coded system. Further, we present a generic framework that allows us to obtain the joint statistics of energy and delay through their joint generating function. Several important design tradeoffs are studied from the joint generating function, such as the average energy with an outage delay constraint. This framework allows us to optimize over the system parameters for various objective
functions, such as average delay. An approximation method is also proposed to calculate the average energy and average delay analytically. This approximation is found to be quite accurate for a wide range of lengths. The inhomogeneous and time-varying effects for the tradeoff between energy and delay are also studied.

The second part of the thesis is to propose an analytical method to determine the joint distribution of the energy and delay of automatic repeat request (ARQ) protocols over time varying channels. A finite state machine (FSM) is used to model the transmitter, receiver and channel. From the state transition diagram of the FSM, the generating function of energy and delay consumption can be evaluated according to the Manson’s gain formula while incorporating physical layer characteristics (packet error probability as a function of energy and delay). We also consider a receiver containing memory of previously received samples and derive the cutoff rate for three different receiver structures. As the numerical results demonstrate, the time-varying characteristic of the channel have a great influence on the system performance.