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ABSTRACT

In this article, we verify whether or not prediction performance can be improved by fitting the actual data to optimize the parameter values of a prediction model. Traffic flow prediction is an important research issue for solving the traffic congestion problem in an ITS. Traffic congestion is one of the most serious problems in a city, which can be predicted in advance by analyzing traffic flow patterns. Such prediction is possible by analyzing the real-time transportation data from correlative roads and vehicles. The verification in this article is conducted by comparing the optimized and the normal time series prediction models. With the verification, we can learn that the era of big data is here and will become an important aspect for the study of traffic flow prediction to solve the congestion problem. Experimental results of a case study are provided to verify the existence of the performance improvement in the prediction, while the research challenges of this data-analytics-based prediction are presented and discussed.

INTRODUCTION

Traffic flow prediction is an important research issue in an Intelligent Transportation System (ITS), and it can be used as an important measure to solve the traffic congestion problem. Traffic congestion is considered a serious problem in big cities around the world. In a study of 471 U.S. urban areas in 2014 [1], the extra energy cost due to traffic congestion was estimated at $160 billion (3.1 billion gallons of fuel). In addition, long periods of traffic congestion cause the release of more carbon dioxide (CO$_2$) greenhouse gases into the atmosphere, and increase the number of accidents. This can in turn produce severe public health risks that will dramatically increase medical treatment costs. Predicting traffic flow patterns can help to reduce traffic congestion and therefore reduce the amount of CO$_2$ emissions as well as save lives. A scenario of using traffic flow prediction to avoid traffic congestion is illustrated in Fig. 1.

Figure 1 illustrates a scenario: how to avoid congestion in an ITS, and what can be achieved by avoiding congestion? In this scenario, the transportation and driving data is collected from various devices of the ITS. The data is then analyzed to assist the navigation of vehicles. Meanwhile, other vehicles that are preparing to hit the road want to know the current traffic conditions to make a decision about whether to start the journey and when? Which routes can be used and which is the best? On this basis, congestion can be reduced to achieve eco-friendly routing (low-carbon transportation). Traffic flow is predictable by analyzing the relevance of traffic conditions between different traffic roads, as shown in Fig. 2.

Figure 2 illustrates the possibility of knowing whether or not there is a potential congestion point in advance. Such knowledge is acquired by predicting the traffic flow on the specific route due to the continuity of traffic flow among different traffic roads. It means that the flow of a traffic road comes from other roads that connect to it.

It is possible to analyze the relevance of the traffic conditions between different traffic roads by tracing the change of traffic flow, and such tracing can be achieved by analyzing the real-time transportation data submitted by the wireless devices embedded into the vehicles and road side units (RSUs) installed in the correlative roads [2].

The trajectory data of vehicles (a kind of transportation data) is the most commonly used by traffic flow prediction. Trajectories provide important information on the mobility of vehicles, where the moving pattern of vehicles characterizes the traffic flow of a transportation system. The trajectory data of vehicles is becoming easily available in current transportation systems due to the prevalence of global positioning system (GPS) and other localization technologies. A trajectory generated by a moving vehicle is usually described by a temporal sequence of spatial locations with their time stamps. These trajectories convey underlying information about how the traffic flow of the transportation system changes.

From the traffic congestion problem to traffic flow prediction, and then further to transportation data about trajectory, the research issue becomes how to analyze and mine trajectory data to solve the congestion problem. Analyzing and mining trajectory data can extract and reveal inherent information or knowledge about potential congestion. It will benefit various applications, for example, it is possible to reduce exhaust emission by congestion knowledge based path planning, and further to enhance the level of public health. Also, improving public security in transportation systems is possible by avoiding traffic accidents caused by congestion. Figure 3 illustrates the gen-
eral framework of such data-analytics-based traffic flow prediction. The general framework consists of the following three modules.

**Data Collection Module:** Transportation data can be collected from vehicle-mounted GPS, WiFi, Bluetooth and RFID. For example, shared bikes can be embedded with GPS, WiFi, Bluetooth, and even RFID to achieve tracking, i.e., when and where the bikes are used, and this tracking can indicate the bikes’ traveling trajectories. The trajectory is a kind of spatio-temporal data. In such data, this information is available: location, location semantics, geographical information and time stamp.

**Data-Analytics-Based Prediction Module:** The collected transportation data is analyzed by deep learning, classification, ranking and regression to acquire useful knowledge as the basis of traffic flow prediction. These four technologies can be used to conduct data-analytics-based prediction: time-series model, deep-learning-based predictor, Markov chain model, and combination of neural networks (NNs) and autoregressive integrated moving average (ARIMA).

**Application Module:** The predicted results can be used to support many special applications to improve the life experience in cities, for example, transportation planning, transportation management, city planning, and city management.

The main contributions of this article are listed as follows:
• Verify whether or not prediction performance can be improved by fitting actual data to optimize the parameter values of a traffic flow prediction model.
• Survey state-of-the-art prediction methods on traffic flow.
• Present and discuss the research challenges of data-analytics-based traffic flow prediction.

**Transportation Data and the State of the Art**

What is transportation data and what kind of transportation data is used in this article?

**What is transportation data?** Transportation data is a kind of data that describe the information related to transportation systems, and it contains various vehicle and road information, for example, the trajectory and speed information of vehicles, and the length information of traffic roads. It is helpful to improve the performance of transportation related applications by analyzing such data, for example.

**Traffic flow prediction:** This is the attempt to estimate the number of vehicles that will travel on the traffic roads of a transportation system in the future. This prediction enables us to understand and develop an optimal transportation system.
This section compares the performance of two kinds of time series prediction models: optimized time series prediction and normal time series prediction. To verify this fact, the prediction performance of a prediction model can be improved by fitting data to optimize model parameters. The ARIMA model is used in this study to make this verification. Predicting a stationary time series by ARIMA depends on the parameters \((p, d, q)\) of the ARIMA:

- The parameter \(p\) is the number of auto-regressive (AR) terms, for example, if \(p = 5\), the predictors for \(x(t)\) will be \(x(t - 1), \ldots, x(t - 5)\).
- The parameter \(q\) is the number of moving average (MA) terms. MA terms are lagged prediction errors in the prediction equation, for example, if \(q = 5\), the predictors for \(x(t)\) will have such lagged prediction errors \(e(t - 1), \ldots, e(t - 5)\), where \(e(t)\) is the difference between the moving average and the actual value at the \(t\)th instant.
- The parameter \(d\) is the number of differences when the time series becomes stable.

An important condition is that the parameters \(p\) and \(q\) are determined by minimizing the values of \(p\) and \(q\). Determining the values of \(p\) and \(q\) will affect the performance of the prediction model. This study uses the Bayesian Information Criterion (BIC) to determine the location information. With the location information, trajectory data can provide actual semantics to enable such data to be used for traffic flow prediction. Flow information of a traffic road is acquired by counting the number of vehicles being driven on the current road. Thus in trajectory data, location information is required to filter out the vehicle driving records on the current road rather than other roads. Moreover, for traffic flow prediction, the traffic flow of the current road converges from the traffic flow of prior roads, so the location information becomes important to track the traffic flow changes. Trajectory data relies on localization technology to provide location information. The commonly used measurement methods of localization to generate location-containing trajectory data include GPS, WiFi, GSM, Bluetooth, and RFID.

**State-of-the-art Prediction Methods:** Many kinds of techniques have been proposed to address the traffic flow prediction problem. The details are summarized in Table 1.

Many specific methods have been proposed to make predictions in different situations, and it emerges that traditionally there is no single best method for every situation. It is better to combine several suitable techniques to improve the accuracy of prediction when considering different situations, meaning that traditional traffic flow prediction methods are not able to satisfy most real-world application requirements. During the last five years, some studies have tried to use data analytics to solve the traffic flow prediction problem, and the results demonstrate that such schemes are feasible and are able to improve the accuracy of prediction, such as the method proposed in [12]. Such a data-analytics-based prediction method is able to satisfy the requirements of different applications by analyzing the data from each corresponding specific application.

**Performance Comparison**

with efficient movement of traffic. It will also allow us to minimize traffic congestion by designing optimal overall route planning for vehicles based on the predicted traffic flow. The flow of a traffic road has a connection with the flows of prior roads that are connected to this traffic road. Thus, it is possible to predict the flow of the current traffic road by calculating the potential fractional flows from the prior roads and the previous time period. The potential fractional flow is able to be calculated by analyzing the transportation data (the trajectory and speed data of vehicles).

**Transportation planning:** This is the process of defining the future design for transportation systems to prepare for the future needs to move people and goods to destinations. In this application, it is possible to acquire the underlying knowledge of transportation systems by mining the transportation data from the systems. With the acquired knowledge, transportation planning will be more reasonable.

**What kind of transportation data is used in this article?** In this study, trajectory data of vehicles is used, which is a kind of series transportation data. The data can be used to calculate and predict the traffic flow of a transportation system. It is collected from the transportation system in England. This transportation system has 2501 traffic roads covering 300 miles of England highways and arterial roads, which is illustrated in Fig. 4.

The important part of trajectory data is the geographical information. Many specific methods have been proposed to make predictions in different situations, and it emerges that traditionally there is no single best method for every situation. It is better to combine several suitable techniques to improve the accuracy of prediction when considering different situations, meaning that traditional traffic flow prediction methods are not able to satisfy most real-world application requirements. During the last five years, some studies have tried to use data analytics to solve the traffic flow prediction problem, and the results demonstrate that such schemes are feasible and are able to improve the accuracy of prediction, such as the method proposed in [12]. Such a data-analytics-based prediction method is able to satisfy the requirements of different applications by analyzing the data from each corresponding specific application.

**Performance Comparison**

This section compares the performance of two kinds of time series prediction models: optimized time series prediction and normal time series prediction. To verify this fact, the prediction performance of a prediction model can be improved by fitting data to optimize model parameters. The ARIMA model is used in this study to make this verification. Predicting a stationary time series by ARIMA depends on the parameters \((p, d, q)\) of the ARIMA:

- The parameter \(p\) is the number of auto-regressive (AR) terms, for example, if \(p = 5\), the predictors for \(x(t)\) will be \(x(t - 1), \ldots, x(t - 5)\).
- The parameter \(q\) is the number of moving average (MA) terms. MA terms are lagged prediction errors in the prediction equation, for example, if \(q = 5\), the predictors for \(x(t)\) will have such lagged prediction errors \(e(t - 1), \ldots, e(t - 5)\), where \(e(t)\) is the difference between the moving average and the actual value at the \(t\)th instant.
- The parameter \(d\) is the number of differences when the time series becomes stable.

An important condition is that the parameters \(p\) and \(q\) are determined by minimizing the values of \(p\) and \(q\). Determining the values of \(p\) and \(q\) will affect the performance of the prediction model. This study uses the Bayesian Information Criterion (BIC) to determine the location information. With the location information, trajectory data can provide actual semantics to enable such data to be used for traffic flow prediction. Flow information of a traffic road is acquired by counting the number of vehicles being driven on the current road. Thus in trajectory data, location information is required to filter out the vehicle driving records on the current road rather than other roads. Moreover, for traffic flow prediction, the traffic flow of the current road converges from the traffic flow of prior roads, so the location information becomes important to track the traffic flow changes. Trajectory data relies on localization technology to provide location information. The commonly used measurement methods of localization to generate location-containing trajectory data include GPS, WiFi, GSM, Bluetooth, and RFID.

**State-of-the-art Prediction Methods:** Many kinds of techniques have been proposed to address the traffic flow prediction problem. The details are summarized in Table 1.

Many specific methods have been proposed to make predictions in different situations, and it emerges that traditionally there is no single best method for every situation. It is better to combine several suitable techniques to improve the accuracy of prediction when considering different situations, meaning that traditional traffic flow prediction methods are not able to satisfy most real-world application requirements. During the last five years, some studies have tried to use data analytics to solve the traffic flow prediction problem, and the results demonstrate that such schemes are feasible and are able to improve the accuracy of prediction, such as the method proposed in [12]. Such a data-analytics-based prediction method is able to satisfy the requirements of different applications by analyzing the data from each corresponding specific application.
optimum values of parameters $p$ and $q$ to avoid over-fitting, when fitting a model by training data. BIC is a criterion for model selection among a finite set of models, and the model with the lowest BIC value is preferred. It is based, in part, on the likelihood function. Comparative results are illustrated in Fig. 5. Each curve is the average of the results from 2501 traffic roads.

The root-mean-square error (RMSE) of a model with respect to the “traffic flow” is defined as the square root of the mean square error between the values actually observed and the values predicted by a model. The RMSE estimated from the optimized ARIMA is less than the estimated result from the normal ARIMA. The prediction accuracy of the time series model ARIMA is able to be obviously improved by optimizing relevant parameters.

Figures 5a and 5b show the comparative results with the data of two selected dates, March 15, 2015 and March 31, 2015. By comparing both calculated RMSE values, the value calculated from the optimized ARIMA model is much better than the value calculated from the normal ARIMA model: (i) in the results with the data of March 15, 2015, the RMSE value of the optimized ARIMA model is 3.382, and the RMSE value of the normal ARIMA model is 64.05; (ii) in the results with the data of March 31, 2015, the RMSE value of the optimized ARIMA model is 15.03, and the RMSE value of the normal ARIMA model is 130.07. Figure 5c provides the average results for 31 days of March, 2015: the RMSE value of the optimized ARIMA model is 11.298, and the RMSE value of the normal ARIMA model is 87.65. It is observed that improving the performance of a prediction model is possible by optimizing model parameters with analyzing sequential transportation data.

**Research Challenges**

The pattern prediction of traffic flow, which is supported by data analytics, strongly relies on the transportation data that records the vehicle mobility of transportation systems. Meanwhile, using transportation information may cause privacy issues. In this section, we provide the research challenges on traffic flow prediction from these two aspects: data and data-based prediction.

**Data:**

**Privacy Protection:** It is necessary and important to protect personal privacy information that is contained in transportation data. Such information includes the locations, driving trajectories, properties and vehicles’ plate numbers. It is a worthy research challenge to protect this information when the transportation data is analyzed to obtain useful information and knowledge.

**Mobility:** In transportation systems, understanding and predicting mobility patterns is the basis of studying and solving the traffic congestion problem, and traffic flow is an important reflection for mobility in transportation systems. Mobility produces large amounts of spatio-temporal data, and this kind of data is accompanied with time and location information. Analyzing the spatio-temporal data is a research challenge as the basis of understanding, learning and predicting the patterns of mobility and traffic flow. Spatio-temporal data is a kind of time series data.

To analyze this kind of data, a time series analysis model is necessary, and in different scenarios of traffic flow prediction, the objective functions are different because of the different requirements, and how to combine a time series analysis model with an objective function for special requirements is another important challenge that requires further investigation.

**Vehicle:** The vehicles in a transportation system produce large amounts of trajectory data. This kind of data can be used to mine vehicle behaviors and relations. If we know the behaviors of vehicles and the relations between these vehicles, it is possible to predict the change of traffic flow and then to avoid congestion by traffic control and management. For example, if there is congestion at a certain intersection and the relevant vehicles have the same destination, these vehicles have great possibility to use the same route, and the congestion will happen again at the next intersection, if there are no control measures in advance.

**Big Data:** The mobility of vehicles produces large amounts of spatio-temporal trajectory data. To analyze this kind of data, big data analytics is needed. Such analytics is different from traditional data analysis [14]. For example, deep learning and NNs can be used to analyze such big data, but how to learn such data to extract useful information and knowledge, and learning for what, are worthy challenges that need to be studied.

---

**Figure 4:** Flow information of traffic roads is acquired by analyzing the trajectory data of the vehicles driving on these traffic roads. The update period of this information is 15 minutes. Highways and arterial roads are marked by different color depths; the deeper color denotes a heavier traffic load on the corresponding road.
Wireless Big Data: The collection of big data from intelligent transportation systems (the trajectory data of vehicles) is by wireless devices. These devices can be wireless sensor nodes that are embedded on the traffic road surfaces to detect passing vehicles. There will be problems with missing data in this kind of wireless data because of unpredictable problems, for example, sensor node failure. In some scenarios, if the critical data is missing or has errors, it will make the analysis results greatly deviate from making correct conclusions. For example, if the data from a device is not correct and the data is used to perform analysis, the result will be incorrect and cannot be used as useful information or knowledge to aid decision making. Ensuring the integrity of the wireless big data information is still a great challenge that needs to be addressed by experts in the field.

City Data Based Prediction: The prediction with analyzing transportation data can help in city planning and management. For example, designing intelligent traffic lights to achieve automatic traffic flow global scheduling. Such scheduling is based on the understanding and prediction of global traffic conditions, so it is important to know how does the current traffic flow impact the traffic conditions during the next time period, which is called prediction. It is still a challenge that needs researchers’ attention.

In the data-driven prediction [15], apart from accuracy, computation complexity is one of the main challenges. With data-driven prediction it is still easy to encounter problems in computation complexity, even if its accuracy can be improved with increasing the size of the data.

### Conclusion

Transportation data is the sampling of dynamics of moving objects in the temporal and spatial dimensions. Analysis and mining of such time series data is becoming a promising way to discover the underlying knowledge of vehicular activities, vehicles’ relations and even city dynamics. It helps to well understand and predict the pattern of traffic flow that is an important aspect of traffic dynamics. Traffic flow prediction can be

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Advantages and limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian networks</td>
<td><strong>Advantages:</strong> Bayesian networks can fully take into account the causal relationship among variables [3], for example, the spatial and temporal variables of traffic, and the speed of traffic flow, and thus can be employed to model and analyze the traffic flow between upstream and downstream road links [4]. Moreover, Bayesian networks can make good use of information from adjacent roads to analyze the trend of the target road. The proposed Bayesian networks in [5] have the ability to cope with the data-incomplete problem. <strong>Limitations:</strong> Bayesian networks may not be possible to use Bayesian networks in cases where the relationships of the traffic flow between upstream and downstream road links are unavailable [6].</td>
</tr>
<tr>
<td>Neural networks</td>
<td><strong>Advantages:</strong> Traffic flow can be considered as both a temporal and a spatial phenomenon. Dependence on time and space has been established in the traffic flow prediction methods, especially in highly congested and densely urban environments. Neural networks show the ability in modeling the temporal and spatial variability of traffic flow [7]. Moreover, Neural networks are empirical (data-driven) and self-adaptive, and have the ability to capture the underlying relationships without the need of priori assumptions regarding the problem examined. Because of their ability to learn from data, even if the underlying relationships are not apparent, their non-linear nature and their ability to generalize make them useful in working with the data with noise, an often seen phenomenon when modeling time series from real-time traffic prediction applications [8]. <strong>Limitations:</strong> Because of limited knowledge about a given specific dataset, researchers have to rely on time-consuming and questionable efficient data training to train and achieve the optimized neural network.</td>
</tr>
<tr>
<td>Time-series models</td>
<td><strong>Advantages:</strong> Time-series models are used to represent the time series of traffic flow data, and they can identify the pattern of the data, and further extrapolate the pattern into the future. For example, (i) autoregressive integrated moving average (ARIMA) models [9]. They can be fitted to time series data either to better understand the data or to predict future points in the series. ARIMA models are applied in some cases where data shows evidence of non-stationarity, where an initial differencing step (corresponding to the “integrated” part of the model) can be applied one or more times to eliminate the non-stationarity. (ii) seasonal autoregressive integrated moving average (SARIMA) models [10]. Fitted SARIMA models can provide equations that can be used to conduct single and multiple interval prediction. <strong>Limitations:</strong> Time-series models are not suited for the prediction which is based on this kind of data: (i) there is the information deficiency problem in the data, and (ii) the filling of data is problematic as the situation is complex. Moreover, even if huge data with enough information is available, the requirement of specialized software for time series modelling, and the time-consuming model development process, may restrict the use of time-series models in problems dealing with real-time data such as traffic flow.</td>
</tr>
<tr>
<td>Markov chain models</td>
<td><strong>Advantages:</strong> Markov chain models have been used and have shown their strength in a series which has the attribute that, given the current and N−1 preceding states, the future state is independent of the states prior to the given states, which is an N-order Markov chain. It is easily seen that the current and preceding states of the traffic flow can show the trend in the future interval [11]. <strong>Limitations:</strong> In case of incomplete data, Markov chain models are not suitable to predict the traffic flow in road networks.</td>
</tr>
<tr>
<td>Deep learning based predictor</td>
<td><strong>Advantages:</strong> The deep learning based predictor can learn the spatial and temporal inherent correlations of traffic records, and even generic traffic flow features. It is useful to improve the performance of prediction for traffic flow [12]. <strong>Limitations:</strong> The same as the other data-driven prediction methods for traffic flow prediction, the use of the deep learning based predictor requires huge traffic flow data for model development. It may not be possible to use the deep learning based predictor in cases where sufficient data is unavailable. Moreover, because the deep learning models are low in explanatory power, the interpretability of models is mentioned as one of the barriers in adapting more sophisticated machine learning models in practice.</td>
</tr>
<tr>
<td>Kalman filtering theory</td>
<td><strong>Advantages:</strong> To overcome the incomplete data problem, Kalman filtering theory (KFT) is proposed and evaluated, which requires only limited input data, and is with desired accuracy [13]. <strong>Limitations:</strong> In the prediction with the Kalman filtering theory, selection of parameters is very important as it can directly impact the performance of prediction. However, there is still no effective way to deal with such a selection.</td>
</tr>
</tbody>
</table>

**TABLE 1.** Typical techniques to address the traffic flow prediction problem.
exploited in a wide range of potential applications to make a city smarter, safer, more livable, and can help reduce congestion and pollution. However, it remains challenging to analyze time series data to acquire useful knowledge for problem solving, because of data heterogeneity and data incompleteness in a complex and dynamic transportation system. So, in this article we have introduced transportation data. Then, we discussed state-of-the art prediction methods. We conducted experiments in order to compare the optimized time series prediction model with the normal time series prediction model. Our results show that prediction performance is able to be improved by fitting actual data to optimize the parameters of the prediction model. In addition, we have discussed typical techniques to address the traffic flow prediction problem. Finally, we listed challenges that can provide leads to future researchers in this area.
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