Abstract. We prove two results on the tube algebras of rigid C\textsuperscript{*}-tensor categories. The first is that the tube algebra of the representation category of a compact quantum group $G$ is a full corner of the Drinfeld double of $G$. As an application we obtain some information on the structure of the tube algebras of the Temperley–Lieb categories $\mathcal{TL}(d)$ for $d > 2$. The second result is that the tube algebras of weakly Morita equivalent C\textsuperscript{*}-tensor categories are strongly Morita equivalent. The corresponding linking algebra is described as the tube algebra of the 2-category defining the Morita context.

1. Introduction

The present work is motivated by the representation theory of the fusion algebras of C\textsuperscript{*}-tensor categories, a study of which was initiated by Popa and Vaes \cite{PV15}, and by the authors \cite{NY16}. It was then realised by Ghosh and C. Jones \cite{GJ16} that this theory can also be understood through the representations of the tube algebras, that contain the fusion algebras as nonfull corners. In this note our goal is to clarify the connections between the tube algebras and some of the constructions and problems studied in the above mentioned papers.

The Drinfeld double of a Hopf algebra and its categorical counterpart, the Drinfeld centre of a monoidal category, are very powerful general tools for producing modular categories, which are categories with non-trivial braiding symmetry. They played an important role in the development of the theory of quantum groups during the 90’s, as such structures have rich connections with topological and conformal field theories in mathematical physics.

Parallel to this development, in the framework of subfactor theory, Ocneanu developed another formalism of a ‘quantum double’ construction based on the notion of asymptotic inclusion, see, for example, \cite{EK95}. He also introduced tube algebras as a crucial tool to analyse certain systems of bimodules associated with asymptotic inclusions, which led to a new construction of 3-dimensional topological quantum field theories.

The relation between the Drinfeld centre and the subfactor theoretic construction was subsequently clarified through the effort of many people: Longo and Rehren \cite{LR95}, Izumi \cite{Izu00}, Masuda \cite{Mas97}, and Müger \cite{Müg03b}, to name just a few. We should note that both notions were mostly analysed within the framework of fusion categories, which imposes finiteness assumption on the number of simple objects. However, many constructions can be carried out without this restriction. The asymptotic inclusion is generalised to the notion of symmetric enveloping (SE) inclusion due to Popa \cite{Pop94}, while the notions of Drinfeld centre and tube algebra do not require finiteness from the beginning. One difference, though, is that in the nonfusion case the unitary Drinfeld centre in the usual sense may be too small to be interesting \cite{LR97,NY16}, and we should rather consider the centres of the corresponding ind-categories. Taking this into account, the relation between the SE-inclusions and the Drinfeld centres was clarified in our previous work \cite{NY16}. As for the tube algebras, their representations categories are still equivalent to the Drinfeld centres of the ind-categories \cite{PSV17}. We should also note that in the theory of planar algebras, an analogue of the tube algebra was formulated as the annular category of a planar algebra \cite{Jon01}.
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One new phenomenon in the non-fusion case is that the Drinfeld centre of an ind-category is no longer guaranteed to be semisimple, even if the original category is. Consequently, the set of equivalence classes of simple objects starts to have a much finer structure as a topological space with the Fell topology, defined as the unitary dual of an appropriate algebra. This topological structure has direct applications to the approximation properties of subfactors, see [PV15, NY16, GJ16, BJ15, Jon16]. Different algebras describing the same category can in principle define different topologies. One way of dealing with this problem is to establish a strong Morita equivalence of such algebras, which induces a natural homeomorphism with respect to the Fell topology [Rie74]. Our goal is to prove two results of this type.

The note is organised as follows. In Section 2 we recall some basic notions and fix our conventions.

In Section 3 we consider the representation category of a compact quantum group. As discussed above, the Drinfeld centre of the corresponding ind-category is described by two algebras, the Drinfeld double and the tube algebra. If we consider the q-deformation of a compact semisimple Lie group, then the unitary dual of the Drinfeld double has a close resemblance to the unitary dual of the complexification of the original group [PW00, Ara14]. On the other hand, the tube algebra seems to be more appropriate for combinatorial analysis [Jon16]. Through a detailed analysis of matrix coefficients of representations, we show that the tube algebra is contained in the Drinfeld double as a full corner. Although the result is not surprising, even for finite groups an explicit connection between the two algebras seems to be missing in the literature. As an application we consider the Temperley–Lieb categories $\mathcal{T}_L(d)$ and using the results of Pusz [Pus93] we get some information on the structure of the tube algebra of $\mathcal{T}_L(d)$ for $d \geq 2$. We note that the representations of this algebra were studied by V. Jones and Reznikoff [Jon01, JR06] and Ghosh and C. Jones [GJ16].

In Section 4 we consider weakly Morita equivalent categories. By making use of the 2-categorical formulation, we prove strong Morita equivalence of the corresponding tube algebras. Again, the result is known for fusion categories and is not surprising in general, since the corresponding Drinfeld centres are monoidally equivalent [Sch01, NY16]. But even for fusion categories an explicit imprimitivity bimodule is not available in the literature. We also briefly discuss an alternative approach based on ‘regular half-braidings with coefficients’ inspired by Müger’s description of the tube algebra of a fusion category [Mug03b]. This complements our analysis of the fusion algebras of weakly Morita equivalent categories in [NY16], where we showed that certain approximation properties are preserved, yet the fusion algebras are not strongly Morita equivalent.
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2. Preliminaries

2.1. Tensor categories. We study essentially small strict rigid $C^*$-tensor categories, for which we follow the same conventions as in [NY16]. Therefore we assume that for any such category $\mathcal{C}$ the tensor unit $I$ is simple (which forces $\mathcal{C}$ to be semisimple), and $\mathcal{C}$ is closed under taking subobjects and finite direct sums. Let us recall a few basic notions and facts that we will repeatedly use.

Rigidity means that every object $X$ in $\mathcal{C}$ has a dual, that is, there is an object $\bar{X}$ in $\mathcal{C}$ and morphisms $R \in \mathcal{C}(I, X \otimes I)$ and $\bar{R} \in \mathcal{C}(I, X \otimes \bar{X})$ satisfying the conjugate equations

\[(\iota_X \otimes \bar{R}^*)(R \otimes \iota_{\bar{X}}) = \iota_X, \quad (\iota_X \otimes R^*)(\bar{R} \otimes \iota_{\bar{X}}) = \iota_X.\]

The intrinsic dimension of $X$ is defined by

\[d(X) = d^C(X) = \min_{(R, \bar{R})} \|R\| \|\bar{R}\|,\]

where $(R, \bar{R})$ runs over the solutions of the conjugate equations for $X$. A solution $(R, \bar{R})$ satisfying $\|R\| = \|\bar{R}\| = d(X)^{1/2}$ is called standard, and such solutions are unique up to transformations of the form $(R, \bar{R}) \mapsto ((T \otimes \iota)R, (\iota \otimes T)\bar{R})$ for unitary morphisms $T$. We often denote a choice of standard solution for the conjugate equations for $X$ as $(R_X, \bar{R}_X)$. When $\{X_i\}_{i \in I}$ is a parameterised family of objects in $\mathcal{C}$, we write $(R_i, \bar{R}_i)$ instead of $(R_{X_i}, \bar{R}_{X_i})$. Similarly, for many other constructions we use index $i$ instead of $X_i$, so for example we write $d_i$ for $d(X_i)$.

If the family is self-dual, we also write $\bar{i}$ for the index corresponding to the dual of $X_i$. 


The categorical trace is the trace on the endomorphism ring \( \mathcal{C}(X) = \mathcal{C}(X, X) \) of \( X \) defined by
\[
\text{Tr}_X(T) = R_X^*(\iota \otimes T)R_X = \tilde{R}_X^*(T \otimes \iota)\tilde{R}_X.
\]
It is independent of the choice of standard solutions \((R_X, \tilde{R}_X)\).

For \( X, Y \in \mathcal{C} \) and a choice of standard solutions \((R_X, \tilde{R}_X)\) and \((R_Y, \tilde{R}_Y)\), we can define a linear anti-multiplicative map \( \mathcal{C}(X, Y) \to \mathcal{C}(Y, X) \), denoted by \( T \mapsto T^\vee \), which is characterised by \((T \otimes \iota)\tilde{R}_X = (\iota \otimes T^\vee)\tilde{R}_Y \). This map can be also characterized by \((\iota \otimes T)R_X = (T^\vee \otimes \iota)R_Y \) and satisfies \( T^{\vee \ast} = T^{\ast \vee} \) for the standard solutions of the conjugate objects chosen as \((R_X, \tilde{R}_X) = (\tilde{R}_X, R_X)\).

2.2. Fusion algebra. There are several *-algebras associated with \( \mathcal{C} \). The better known, and easier to define, is the fusion algebra \( \mathcal{C}[\text{Irr}(\mathcal{C})] \). As a vector space it is spanned by the isomorphism classes \([U]\) of objects in \( \mathcal{C} \) and satisfies the relations \([U] + [V] = [U \oplus V] = [V] \). The product and involution are defined by \([U][V] = [U \otimes V] \) and \([U]^* = [\bar{U}] \). If we fix representatives \( \{U_s\}_{s \in \text{Irr}(\mathcal{C})} \) of the isomorphism classes of simple objects, then clearly \( \{[U_s]\}_s \) is a basis in \( \mathbb{C}[\text{Irr}(\mathcal{C})] \).

In general \( \mathcal{C}[\text{Irr}(\mathcal{C})] \) does not admit a universal \( \mathcal{C}^* \)-completion, but it is still possible to define a completion which plays the role of a full \( \mathbb{C} \)-algebra. We refer the reader to \([\text{NY16}]\) for the precise definition, but informally \( \mathcal{C} \)-ind-\( \mathcal{C} \) is obtained from \( \mathcal{C} \) by allowing infinite direct sums of objects. We then consider the unitary Drinfeld centre \( \mathcal{Z}(\text{ind-}\mathcal{C}) \) of \( \mathcal{C} \)-ind-\( \mathcal{C} \), so the objects of \( \mathcal{Z}(\text{ind-}\mathcal{C}) \) are pairs \((Z, c)\), where \( Z \) is an \( \mathcal{C} \)-ind-object and \( c \) is a unitary half-braiding on \( Z \), that is, a collection of unitary isomorphisms \( c_X : X \otimes Z \to Z \otimes X \) which is natural in \( X \in \text{ind-}\mathcal{C} \), such that for all objects \( X \) and \( Y \) in \( \text{ind-}\mathcal{C} \) we have
\[
c_{X \otimes Y} = (c_X \otimes c_Y)(\iota_X \otimes \iota_Y).
\]
Every object \((Z, c)\) defines a representation \( \pi_Z = \pi_{(Z, c)} \) of \( \mathcal{C}[\text{Irr}(\mathcal{C})] \) as follows. The underlying Hilbert space of the representation is \( H_Z = \text{Mor}_{\text{ind-}\mathcal{C}}(\mathcal{I}, Z) \) of the scalar product such that \((\xi, \zeta)_c = \zeta^{\ast} \xi \). Then for an object \( X \) in \( \mathcal{C} \) and a vector \( \xi \in \text{Mor}_{\text{ind-}\mathcal{C}}(\mathcal{I}, Z) \), we put \( \pi_Z([X])\xi \) to be the composition
\[
(i_Z \otimes R_X^*)(c_X \otimes \iota_X)(\iota_X \otimes \xi \otimes \iota_X)R_X : \mathbb{1} \xrightarrow{R_X} X \otimes X \xrightarrow{1 \otimes \xi \otimes \iota_X} X \otimes Z \otimes X \xrightarrow{c_X \otimes \iota_X} \mathbb{1} \otimes X \otimes Z \xrightarrow{\iota_Z \otimes \tilde{R}_X} Z.
\]
From this definition \( \|\pi_Z([X])\| \) is bounded by \( d(X) \), and we denote the completion of \( \mathcal{C}[\text{Irr}(\mathcal{C})] \) with respect to the norm sup \( \|\pi_Z(\cdot)\| \), where the supremum is taken over all \((Z, c) \in Z(\text{ind-}\mathcal{C}), b \mathcal{C}^* \mathcal{C} \).

Denote by \( x \mapsto x^\vee \) the *-anti-automorphism of \( \mathcal{C}[\text{Irr}(\mathcal{C})] \) characterised by \([U]^\vee = [\bar{U}] \). Then for every representation \( \pi : \mathcal{C}[\text{Irr}(\mathcal{C})] \to B(H) \) we can define a “conjugate” representation \( \pi^\vee : \mathcal{C}[\text{Irr}(\mathcal{C})] \to B(H) \) by \( \pi^\vee(x)\xi = \pi(x^\vee)\xi \). For \( \pi = \pi_Z \) as above, this is the representation on the Hilbert space \( \text{Mor}_{\text{ind-}\mathcal{C}}(Z, \mathcal{I}) \) where \( \pi_Z^\vee([X])\xi \) is given by the composition
\[
\bar{R}_X^*(\iota_X \otimes \xi \otimes \iota_X)(c_X^\vee \otimes \iota_X)(i_Z \otimes \bar{R}_X) : Z \xrightarrow{\iota_Z \otimes \bar{R}_X} X \otimes Z \otimes X \xrightarrow{c_X^\vee \otimes \iota_X} X \otimes Z \otimes X \xrightarrow{\iota_X \otimes \iota_X} \mathbb{1} \otimes X \xrightarrow{\bar{R}_X} X.
\]
The representation \( \pi_Z^\vee \) extends to \( \mathcal{C}^* \mathcal{C} \), or equivalently, the anti-automorphism \( x \mapsto x^\vee \) extends to \( \mathcal{C}^* \mathcal{C} \).

This is proved in \([\text{GJ16}, \text{Lemma 6.2}]\) using tube algebras. Another way of seeing this is by using that the class of representations \( \pi_Z \) coincides with the class of admissible representations considered in \([\text{PV15}]\). Since admissibility means positivity of certain endomorphisms of \( U \otimes \bar{U} \), by using that the anti-automorphism \( T \mapsto T^\vee \) of \( \mathcal{C}(U \otimes \bar{U}) \) preserves positivity it is easy to check that admissibility is preserved under the operation \( \pi \mapsto \pi^\vee \).

2.3. Ocneanu’s tube algebra. The second algebra associated with \( \mathcal{C} \) is the tube algebra \( \text{Tub}(\mathcal{C}) \). As a space,
\[
\text{Tub}(\mathcal{C}) = \bigoplus_{i,j \in \text{Irr}(\mathcal{C})} \text{Tub}(\mathcal{C})_{ij}, \quad \text{Tub}(\mathcal{C})_{ij} = \bigoplus_{s \in \text{Irr}(\mathcal{C})} \mathcal{C}(U_s \otimes U_j, U_i \otimes U_s).
\]
We denote by $x^\ast_{ij}$ the component of $x \in \text{Tub}(\mathcal{C})$ lying in $\mathcal{C}(U_s \otimes U_j, U_i \otimes U_s) \subset \text{Tub}(\mathcal{C})_{ij}$. Then the product and involution on $\text{Tub}(\mathcal{C})$ are defined by

$$(xy)^\ast_{ij} = \sum_{k,r,t \in \text{Irr}(\mathcal{C}), \, w \in \text{onb}(\mathcal{C}(U_s, U_i \otimes U_t))} (t_i \otimes w^\ast)(x^\ast_{ik} \otimes t_k)(t_r \otimes y^\ast_{kj})(w \otimes t_j),$$

$$(x^\ast)^\ast_{ij} = (\tilde{R}^s_x \otimes t_i \otimes t_s)(t_s \otimes (x^\ast_{ij})^\ast \otimes t_s)(t_s \otimes t_j \otimes R_s),$$

where $\text{onb}(\mathcal{C}(U_s, U_i \otimes U_t))$ denotes an orthonormal basis in $\mathcal{C}(U_s, U_i \otimes U_t)$, and we take the dual of $U_s$ among the $(U_t)_s$, denoted by $U^\ast_s$.

The tube algebra has a $\ast$-anti-automorphism $x \mapsto x^\vee$ defined by

$$(x^\vee)^\ast_{ij} = (x^\ast_{ji})^\vee.$$

Here, in order to compute $(x^\ast_{ji})^\vee$, we use the solutions of the conjugate equations for the tensor products obtained from those for the factors: $R_{U \otimes V} = (\iota \otimes R_U \otimes \iota)R_V$, $\tilde{R}_{U \otimes V} = (\iota \otimes \tilde{R}_V \otimes \iota)\tilde{R}_U$. Observe that the anti-automorphism $x \mapsto x^\vee$ depends on the choice of the standard solutions $(R_k, \tilde{R}_k)$, but any two such anti-automorphisms differ by a gauge automorphism $\gamma_z$, $z = (z_i)_i \in T^{\text{Irr}(\mathcal{C})}$, defined by $\gamma_z(x)^\ast_{ij} = z_i \bar{z}_j x^\ast_{ij}$. Similarly, the automorphism $x \mapsto x^{\vee\vee}$ is not the identity in general, but a gauge automorphism.

As opposed to the fusion algebra, for any representation of the tube algebra on a pre-Hilbert space the elements of $\text{Tub}(\mathcal{C})$ act by bounded operators, with universal bounds on the norms; in particular, the tube algebra admits a universal $C^\ast$-completion $C^\ast(\text{Tub}(\mathcal{C}))$, see [GJ16, Lemma 4.4] or [PSV17, Lemma 3.9]. Similarly to the case of fusion algebras, any object $(Z, c)$ of $\mathcal{Z}(\text{ind-}\mathcal{C})$ defines representations $\pi_Z$ and $\pi_Z^\vee$ of $\text{Tub}(\mathcal{C})$. The second representation is a bit easier to describe. The underlying space is

$$H^\vee_Z = \bigoplus_{i \in \text{Irr}(\mathcal{C})} H^\vee_{Z,i}, \quad H^\vee_{Z,i} = \text{Mor}_{\text{ind-}\mathcal{C}}(Z, U_i),$$

and for $x \in \text{Tub}(\mathcal{C})$ and $\xi = (\xi_i)_i \in H^\vee_Z$ we have

$$(\pi^\vee_Z(x)\xi)_i = \sum_{j,s} \sqrt{d_i d_j} (t_i \otimes \tilde{R}^s_x)(x^\ast_{ij} \otimes t_s)(t_s \otimes \xi_j \otimes t_{ij}^\ast)(c^\ast_{ij} \otimes t_{ij}^\ast)(t_{ij} \otimes \tilde{R}_s).$$

Then the representation $\pi_Z$ is defined by letting $H_Z = \overline{H^\vee_Z}$ and $\pi_Z(x)\xi = \pi^\vee_Z(x^\vee)\xi^\ast$. Expanding the definitions, we get

$$H_Z = \bigoplus_{i \in \text{Irr}(\mathcal{C})} H_{Z,i}, \quad H_{Z,i} = \text{Mor}_{\text{ind-}\mathcal{C}}(U_i, Z),$$

and, for $x \in \text{Tub}(\mathcal{C})$ and $\xi = (\xi_i)_i \in H_Z$,

$$(\pi_Z(x)\xi)_i = \sum_{j,s} \sqrt{d_i d_j} (t_Z \otimes \tilde{R}^s_x)(c^\ast_{ij} \otimes t_{ij}^\ast)(t_{ij} \otimes \xi_j \otimes t_{ij}^\ast)$$

$$(R^s_i \otimes t_i \otimes t_j \otimes t_{ij}^\ast)(t_i \otimes x^\ast_{ij} \otimes t_j \otimes t_{ij}^\ast)(t_i \otimes t_s \otimes \tilde{R}_j \otimes t_{ij}^\ast)(t_i \otimes \tilde{R}_s).$$

This representation depends on the choice of standard solutions, because the anti-automorphism $x \mapsto x^\vee$ does. But since the gauge automorphisms $\gamma_z$ are unitarily implemented on the space $H_Z$, the equivalence class of $\pi_Z$ does not depend on any choices.

Any representation of $\text{Tub}(\mathcal{C})$ is equivalent to $\pi_Z$ for some $(Z, c) \in \mathcal{Z}(\text{ind-}\mathcal{C})$ [PSV17, Proposition 3.14], so, ignoring the tensor structure, the $C^\ast$-category $\mathcal{Z}(\text{ind-}\mathcal{C})$ is equivalent to the representation category of $\text{Tub}(\mathcal{C})$. The proof of this result is based on a simple relation between the matrix coefficients of $\pi_Z$, or $\pi^\vee_Z$, and the half-braiding $c$. Namely, by [22], for any $x^\ast_{ij} \in \mathcal{C}(U_s \otimes U_j, U_i \otimes U_s) \subset \text{Tub}(\mathcal{C})_{ij}$, $\xi_j \in \text{Mor}_{\text{ind-}\mathcal{C}}(Z, U_j)$ and $\zeta_i \in \text{Mor}_{\text{ind-}\mathcal{C}}(Z, U_i)$ we have

$$(\pi^\vee_Z(x)\xi_j, \zeta_i)_{t_i} = \sqrt{d_i d_j} (t_i \otimes \tilde{R}^s_x)(x^\ast_{ij} \otimes t_{ij}^\ast)(t_{ij} \otimes \xi_j \otimes t_{ij}^\ast)(c^\ast_{ij} \otimes t_{ij}^\ast)(t_{ij} \otimes \tilde{R}_s) \zeta^\ast_{i}.$$
Applying the trace $\text{Tr}_1$ to both sides, we get
\begin{equation}
(\pi^\vee_Z(x)_{ij}, \zeta_i) = \frac{1}{\sqrt{d_id_j}} \text{Tr}_{U_i \otimes U_j} (x_{ij}^* (\xi \otimes \xi_i) c_j^* (\zeta_i^* \otimes \iota)). \tag{2.2}
\end{equation}

The tube algebra is equipped with a faithful positive trace $\tau$ defined by
\begin{equation}
\tau(x) = \sum_i \text{Tr}_i(x_{ii}), \tag{2.3}
\end{equation}
where $\iota \in \text{Irr}(C)$ is the index corresponding to the unit object $1$, see \cite[Proposition 3.2]{iz00}. As a consequence, the canonical map $\text{Tub}(C) \to C^*(\text{Tub}(C))$ is injective, so we can consider $\text{Tub}(C)$ as a subalgebra of $C^*(\text{Tub}(C))$.

For every index $i$, consider the projection $p_i \in \text{Tub}(C)$ defined by the identity morphism in $C(U_i) = C(U_e \otimes U_i, U_i \otimes U_e) \subset \text{Tub}(C)_{ii}$. This is the unit in $\text{Tub}(C)_{ii}$. By mapping $[U_s]$ onto the identity morphism in $C(U_s) = C(U_s \otimes U_e, U_e \otimes U_s) \subset \text{Tub}(C)_{ce}$, we can identify $C[\text{Irr}(C)]$ with $p_e \text{Tub}(C)p_e = \text{Tub}(C)_{ee}$. Then the representation $x \mapsto \pi_Z(x)|_{\text{H}_{Z,s}}$ of $\text{Tub}(C)_{ee}$ is exactly the representation of $C[\text{Irr}(C)]$ defined by $(Z, \iota)$ that we considered in the previous subsection. Since any representation of $\text{Tub}(C)$ is equivalent to $\pi_Z$, it follows that a representation of $C[\text{Irr}(C)]$ extends to $C^*(C)$ if and only if it arises from a representation of $\text{Tub}(C)$ on a larger space. This gives yet another equivalent way of defining $C^*(C)$ \cite{gj16}.

3. Tube algebras of representation categories

3.1. Drinfeld double. In this section we take $C$ to be $\text{Rep}G$, the representation category of a compact quantum group $G$. Again we mainly follow the conventions of \cite{nt13}, but let us briefly explain the most important ones for the reader’s convenience.

A finite dimensional representation $U$ of $G$ is an invertible element of $B(H_U) \otimes C(G)$ such that $(\iota \otimes \Delta)(U) = U_{12}U_{13}$. The tensor product of two representations $U$ and $V$ is defined by $U \otimes V = U_{13}V_{23}$. The Hopf $*$-algebra of matrix coefficients of finite dimensional representations of $G$ is denoted by $(C[\text{G}], \Delta)$. By $\text{Rep}G$ we mean the category of finite dimensional unitary representations. The corresponding ind-category is the category of all unitary representations of $G$.

The contragredient representation to a finite dimensional representation $U$ is defined by
\begin{equation}
U^c = (j \otimes \iota)(U^{-1}) \in B(H^*_\pi) \otimes \mathbb{C}[G],
\end{equation}
where $j$ is the canonical anti-isomorphism $B(H_U) \to B(H^*_\pi)$. When $H_U$ is a Hilbert space, we identify the dual space $H_U^*$ with the complex conjugate Hilbert space $\overline{H_U}$ so that $j$ becomes $j(T)\xi = \overline{T\xi}$.

For every finite dimensional representation $U$ of $G$, we have a representation $\pi_U$ of the dual algebra $\mathcal{U}(G) = \mathbb{C}[G]^*$ on $H_U$ defined by $\pi_U(\omega) = (\iota \otimes \omega)(U)$. Let us also denote the Woronowicz character $f_1 \in \mathcal{U}(G)$ by $\rho$. Then, given a finite dimensional unitary representation $U$ of $G$, the conjugate representation of $U$ is defined by
\begin{equation}
\hat{U} = \left( j(\pi_U(\rho)^{-1/2}) \otimes 1 \right) U^c \left( j(\pi_U(\rho)^{-1/2}) \otimes 1 \right) \in B(H_U) \otimes \mathbb{C}[G].
\end{equation}
This is a unitary representation equivalent to $U^c$, and one has $\pi_{\hat{U}}(\rho) = j(\pi_U(\rho)^{-1})$. We will usually suppress $\pi_U$ and simply write $\rho$ for $\xi \in H_U$ instead of $\pi_U(\rho)\xi$.

The representation $\hat{U}$ is dual to $U$ in $\text{Rep}G$, and as a standard solution of the conjugate equations we usually take
\begin{equation}
R_U(1) = \sum_x \xi_x \otimes \rho^{-1/2}\xi_x, \quad \hat{R}_U(1) = \sum_x \rho^{1/2}\xi_x \otimes \overline{\xi}_x,
\end{equation}
where $\{\xi_x\}_x$ is an orthonormal basis in $H_U$. Obviously these morphisms do not depend on the choice of an orthonormal basis, and we have $d(U) = \dim_q U = \text{Tr} \pi_U(\rho)$. This construction is most natural, but depending on the context it is sometimes necessary to use other realizations of the dual of $U$. Namely, when dealing with the tube algebra we need to stick to a chosen family of irreducible representations $\{U_s\}_s$, so if $U_s$ happens to be self-dual, we need to use $U_s$ itself as a model of $\hat{U}_s$, and then the corresponding structure morphisms $R_s, \hat{R}_s : \mathbb{C} \to H_s \otimes H_s$ do not have the above form.

\footnote{For fusion categories of sectors, the $*$-algebra $\text{Tub}(C)$ defined here is isomorphic to the one defined in \cite{iz00}. The isomorphism is given by $x_{ij}^* \mapsto (is(x_{ij}^*)^* | s\rangle)^* = (j\delta(\iota \otimes \iota \otimes R_s)(\iota \otimes x_{ij}^* \otimes \iota)(R_s \otimes \iota \otimes \iota)|\delta\iota)$.}
When we fix representatives \(\{U_s\}_s\) of equivalence classes of irreducible representations of \(G\), the representations \(\pi_s: U(G) \to B(H_s)\) define an isomorphism \(U(G) \cong \prod_s B(H_s)\). We denote by \(c_c(\hat{G}) \subset U(G)\) the subalgebra corresponding to the algebraic direct sum \(\oplus_s B(H_s)\). More invariantly it can be defined as the Fourier transform of \(\mathbb{C}[G]\).

Consider the unitary \(W = (U_s)_{s \in \mathcal{M}(c_c(\hat{G}) \otimes \mathbb{C}[G]), \text{ so that } (\iota \otimes \omega)(W) = \omega \text{ for all } \omega \in c_c(\hat{G}).\) Then
\[
(\iota \otimes \Delta)(W) = W_{12}W_{13} \quad \text{and} \quad (\Delta \otimes \iota)(W) = W_{13}W_{23},
\]
where \(\Delta: c_c(\hat{G}) \to \mathcal{M}(c_c(\hat{G}) \otimes c_c(\hat{G}))\) is the comultiplication dual to the multiplication on \(\mathbb{C}[G]\). The unitary \(W\) is nothing else than the multiplicative unitary operator for \(G\).

Denote by \(\mathcal{D}(G)\) the Drinfeld, or quantum, double of \(G\), and by \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) the convolution algebra of compactly supported continuous functions on \(\mathcal{D}(G)\). As a space, \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) is the algebraic tensor product \(c_c(\hat{G}) \otimes \mathbb{C}[G]\). We write \(\omega a\) for the element \(\omega \otimes a\) of \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\). The product in \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) is defined using the rule
\[
\omega(a(1))a(2) = a(1)\omega(a(2)),
\]
or in other words,
\[
\omega a = a(2)\omega(a(3) \cdot S^{-1}(a(1))).
\]
The involution is defined using the involutions on \(\mathbb{C}[G]\) and \(c_c(\hat{G})\).

The category of (nondegenerate \(*\)-preserving) representations, or unitary modules, of \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) can be identified with \(\mathcal{Z}\text{(ind-}(\text{Rep}\ G)\)). The analogous result for finite dimensional Hopf algebras is well-known, but the case of compact quantum groups is not more difficult. Specifically, suppose that a unitary module \(\mathcal{Z}\) is given. Then, since \(c_c(\hat{G})\) is a subalgebra of \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\), \(\mathcal{Z}\) can be regarded as an ind-object of \(\text{Rep}\ G\). Moreover, we define a unitary half-braiding \(c\) on \(\mathcal{Z}\) by
\[
c_U: U \otimes \mathcal{Z} \to \mathcal{Z} \otimes U, \quad c_U(\xi \otimes \zeta) = W_{23}(\xi \otimes \zeta) \quad \text{for } \xi \in H_U, \, \zeta \in \mathcal{Z},
\]
where we view \(W\) as an element of \(\mathcal{M}(c_c(\hat{G}) \otimes \mathcal{O}_c(\hat{\mathcal{D}}(G))))\). The property that the unitaries \(c_U\) are isomorphisms in \(\text{ind-}(\text{Rep}\ G)\) follows from the identity
\[
\Delta^\text{op}(\omega)W = W\Delta(\omega), \quad \text{for all } \omega \in c_c(\hat{G}),
\]
in \(\mathcal{M}(c_c(\hat{G}) \otimes \mathcal{O}_c(\hat{\mathcal{D}}(G))))\). This identity, in turn, holds, since by applying \(a \otimes \iota\) and using that \((a \otimes \iota)(W) = a\) for all \(a \in \mathbb{C}[G]\), we see that it is equivalent to the defining relations in \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\). On the other hand, the half-braiding condition \(c_U \otimes V = (c_U \otimes \iota)(\iota \otimes c_V)\) follows from \((\Delta \otimes \iota)(W) = W_{13}W_{23}\).

Conversely, given any unitary half-braiding \(c\) on an object \(\mathcal{Z}\) in \(\text{ind-}(\text{Rep}\ G)\), we have
\[
c_\mathcal{Z}(\xi \otimes \zeta) = (\hat{U}_s)_{23}(\xi \otimes \zeta)
\]
and by mapping the matrix coefficients of \(U_s \in B(H_s) \otimes \mathbb{C}[G]\) into those of \(\hat{U}_s\) we get a representation of \(\mathbb{C}[G]\) on \(\mathcal{Z}\). Together with the action of \(c_c(\hat{G})\) this gives us an \(\mathcal{O}_c(\hat{\mathcal{D}}(G))-\text{module structure on } \mathcal{Z}\).

Now, for any representation of \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) on a pre-Hilbert space the elements of \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) act by bounded operators, with universal bounds on the norms, as \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) is built of matrix algebras and coefficients of unitary matrices over \(\mathbb{C}[G]\). In particular, \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) admits a universal \(C^*\)-completion \(C^*(\mathcal{D}(G))\). We remark that this also follows from general theory of algebraic quantum groups \(\text{[Kus97]}\) and the knowledge of Haar weights \(\text{[PW90]}\) for quantum doubles, which show that \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) is the algebra of matrix coefficients of unitary representations of \(\mathcal{D}(G)\).

The map \(\mathcal{O}_c(\hat{\mathcal{D}}(G)) \to C^*(\mathcal{D}(G))\) is injective, as follows, for example, from the following result.

**Lemma 3.1.** The formula \(E_0(\omega a) = \varphi(a)\omega\), where \(\varphi\) is the Haar state on \(\mathbb{C}[G]\), defines a faithful conditional expectation \(E_0: \mathcal{O}_c(\hat{\mathcal{D}}(G)) \to c_c(\hat{G})\).

**Proof.** It follows from the invariance of \(\varphi\) and the defining relations in \(\mathcal{O}_c(\hat{\mathcal{D}}(G))\) that \(E_0\) also satisfies \(E_0(\omega a) = \varphi(a)\omega\) for all \(a \in \mathbb{C}[G]\) and \(\omega \in c_c(\hat{G})\). Thus \(E_0\) is a \(c_c(\hat{G})\)-bimodular projection onto \(c_c(\hat{G})\). The complete positivity and faithfulness of \(E_0\) follow from the corresponding properties of \(\varphi\). \(\square\)

---

2This is different from, for example, \(\text{[DCFY14]}\), and reflects our conventions for half-braidings.
Remark 3.2. Let \((\hat{\phi}, \hat{\psi})\) be left and right Haar weights of \(\hat{G}\). Then, since the coproduct of \(\mathcal{O}_c(\hat{D}(G))\) is just \(a\omega \mapsto a_1(\omega_1(1)) \otimes a_2(\omega_2(2))\), the functionals \((\hat{\phi} E_0, \hat{\psi} E_0)\) are left and right Haar weights on \(\mathcal{O}_c(\hat{D}(G))\). From the above argument it also follows that \(\mathcal{O}_c(\hat{D}(G)) \to C^*_r(\hat{D}(G))\) is injective.

Consider now the tube algebra

\[
\text{Tub}(\text{Rep } G) = \bigoplus_{i,j} \text{Tub}(\text{Rep } G)_{ij}, \quad \text{Tub}(\text{Rep } G)_{ij} = \bigoplus_s \text{Hom}_G(H_s \otimes H_j, H_i \otimes H_s).
\]

In order to relate it to \(\mathcal{O}_c(\hat{D}(G))\) consider also the larger \(*\)-algebra

\[
\text{Tub}(G) = \bigoplus_{i,j} \text{Tub}(G)_{ij}, \quad \text{Tub}(G)_{ij} = \text{Tub}(\text{Rep } G)_{ij} \otimes B(H_j, H_i).
\]

The algebra structure is defined using that on \(\text{Tub}(\text{Rep } G)\) and the composition of operators between the spaces \(H_k\). The involution is defined similarly.

Remark 3.3. In fact, \(\text{Tub}(G)\) is a particular example of an annular algebra considered in \(\text{[GJ16]}\). In \(\text{Rep } G\) we can consider the objects \(Y_s = U_s \otimes H_s\) for \(s \in \text{ Irr}(G)\), where the part \(H_s\) represents the trivial representation of \(G\) on the Hilbert space \(H_s\). Then we have

\[
\bigoplus_s \text{Mor}_{\text{Rep } G}(U_s \otimes Y_j, Y_i \otimes U_s) = \text{Tub}(\text{Rep } G)_{ij} \otimes B(H_j, H_i),
\]

so \(\text{Tub}(G)\) can be identified with \(\mathcal{A}\Lambda\) of \(\text{[GJ16]}\), where \(\Lambda = (Y_s)_s\).

Lemma 3.4 (cf. \(\text{[GJ16] Proposition 3.5}\)). The \(*\)-algebra \(\text{Tub}(\text{Rep } G)\) is isomorphic to a corner in \(\text{Tub}(G)\), and this isomorphism extends to the \(C^*\)-level.

Proof. Choose unit vectors \(e_i \in H_i\). Let \(m_{ij} : H_j \to H_i\) be the rank-one isometry mapping \(e_j\) into \(e_i\), and consider the projection \(f = \sum p_i \otimes m_{ii} \in \mathcal{M}(\text{Tub}(G))\), where \(p_i\) are the projections introduced at the end of the previous section. Then \(\text{Tub}(\text{Rep } G) \cong f \text{Tub}(G) f\), via the isomorphism mapping \(x_{ij}^* \mapsto x_{ij}^* \otimes m_{ij}\).

In order to see that this isomorphism extends to the \(C^*\)-level, it suffices to show that the intersection of the positive cone in \(\text{Tub}(G)\), defined as the set of finite sums of elements of the form \(x^* x\), with \(f \text{Tub}(G) f\) coincides with the positive cone in \(f \text{Tub}(G) f\). This follows, for example, from fullness of the projection \(f\) in the following strong sense: there are, possibly infinitely many, elements \(x_\alpha \in \text{Tub}(G)f\) such that \(\sum_\alpha x_\alpha x_\alpha^* = 1\) in \(\mathcal{M}(\text{Tub}(G))\). By this we mean that for any given \(x \in \text{Tub}(G)f\) there exists a finite set \(F\) such that the element \(x_F = \sum_{\alpha \in F} x_\alpha x_\alpha^*\) has the property \(xx_F = x_F x = x\), while \(xx_\alpha x_\alpha^* = x_\alpha x_\alpha^* x = 0\) for \(\alpha \not\in F\). Such \(x_\alpha\) can be taken to be of the form \(p_i \otimes v\), where \(v \in B(H_i)\) and \(v^* v = m_{ii}\). Then, for any \(x \in f \text{Tub}(G)f\), we see that \(x^* x = \sum_\alpha (x^* x_\alpha)(x_\alpha^* x)\) is positive in \(f \text{Tub}(G) f\). \(\square\)

Theorem 3.5. We have an isomorphism of \(*\)-algebras \(\text{Tub}(G) \cong \mathcal{O}_c(\hat{D}(G))\).

We will need the following simple lemma.

Lemma 3.6. Suppose that a homomorphism of \(C^*\)-algebras \(\pi : A \to B\) induces an equivalence of the representation categories of \(A\) and \(B\). Then \(\pi\) is an isomorphism.

Proof. It is clear that \(\pi\) is injective, since otherwise any representation \(\theta\) of \(A\) such that \(\theta|_{\ker \pi}\) is nondegenerate could not arise from a representation of \(B\).

Now, if \(\theta\) is any representation of \(B\) on \(H\), the endomorphism algebra of \(\theta\) is the commutant \(\theta(B)'\). The assumption that \(\pi\) induces an equivalence implies that \(\theta(B)' = \theta(\pi(A))'\), or equivalently, \(\theta(B)'' = \theta(\pi(A))''\). Consider the particular case of \(\theta\) such that the image of \(\theta\) generates the double dual von Neumann algebra \(B^{**}\). Then the induced homomorphism \(\pi'' : A^{**} \to B^{**}\) is surjective. By the Hahn–Banach theorem \(\pi\) must have a dense image, and hence it must be surjective in our \(C^*\)-setting. \(\square\)

Proof of Theorem 3.5. Let us write \(\mathcal{A}\) for \(\text{Tub}(\text{Rep } G)\). Since the representations \(\pi\) from the previous section are slightly more convenient to work with than \(\pi\), we will apply the anti-automorphism \(x \mapsto x^\vee\) and prove an equivalent but different result. Namely, consider the map \(B(H_j, H_i) \to B(\hat{H}_i, \hat{H}_j), T \mapsto T^\vee\).
defined by $T^\vee \xi = T^\vee_\tilde{\xi}$. Together with the anti-automorphism $x \mapsto x^\vee$ of $A$, which maps $A_{i,j}$ onto $A_{j,i}$, it defines a $*$-anti-isomorphism of $\text{Tub}(G)$ onto the algebra

$$A_G = \bigoplus_{i,j} A_{i,j} \otimes B(\tilde{H}_j, \tilde{H}_i).$$

Hence, in order to prove the theorem, it suffices to show that $A_G \cong \mathcal{O}_c(\hat{D}(G))^{op}$. We will construct such a canonical isomorphism $\pi$. Therefore the isomorphism in the formulation will be defined uniquely up to a gauge automorphism.

In order to define $\pi: A_G \to \mathcal{O}_c(\hat{D}(G))^{op}$, let us first take a unitary half-braiding $(Z, c)$, and consider the corresponding representation $\pi_\vee^G$ of $A$ on $\bigoplus_j \text{Hom}_G(Z, H_j)$. We can then define in the obvious way a representation of $A_G$ on the Hilbert space

$$H = \bigoplus_j \text{Hom}_G(Z, H_j) \otimes \tilde{H}_j.$$ 

This representation can be denoted by $\pi^\vee \otimes \iota$, but we will simply write $T\xi$ instead of $(\pi^\vee \otimes \iota)(T)\xi$.

The computation of matrix coefficients of this representation can be carried out as follows. Choose an orthonormal basis $\{\xi_x^i\}_x$ in $H_i$. Write $m_{ij}^z$ for the corresponding matrix units in $B(H_i) \subset \mathcal{C}_c(G)$, and $u^i_{xy}$ for the matrix coefficients of $U_i$. For an element

$$T \in \text{Hom}_G(H_s \otimes H_j, H_i \otimes H_s) \otimes B(\tilde{H}_j, \tilde{H}_i),$$

we denote by $T(y'x'x'', yxz)$ the matrix coefficients of $T$, viewed as an operator $H_s \otimes H_j \otimes \tilde{H}_j \to H_i \otimes H_s \otimes \tilde{H}_i$, with respect to the bases $\{\xi^i_x \otimes \xi^j_y \}$ and $\{\xi^i_x \otimes \xi^j_y \}$ in $H_s \otimes H_j \otimes \tilde{H}_j$ and $H_i \otimes H_s \otimes \tilde{H}_i$. Let us also write $\rho_s$ for the Woronowicz character $\rho$ acting on $H_s$, and $\rho_{s,x''}$ for the corresponding matrix coefficients. Then, by (2.2), for $T^s_{ij} \in \mathcal{C}(U_s \otimes U_j, U_i \otimes U_s) \otimes B(\tilde{H}_j, \tilde{H}_i)$, $\xi_j \in \text{Hom}_G(Z, H_j)$ and $\xi_i \in \text{Hom}_G(Z, H_i)$, we have

$$(T^s_{ij}(\xi_j \otimes \tilde{\xi}^i_j), \xi_i \otimes \tilde{\xi}^i_j) = \frac{1}{\sqrt{d_id_j}} \sum_{x,y,x',y'} \rho_{s,y'y'} \rho_{s,x''x'} T^s_{ij}(y'x'x'', yxz)((t \otimes \xi_j)c^s_{\xi_j} \otimes (\xi^i_x \otimes \iota)(\xi^s_{\xi_j} \otimes \xi^i_y), \xi^s_{\xi_j} \otimes \xi^i_y).$$

(3.2)

On the other hand, we can also turn $H$ into a unitary $\mathcal{O}_c(\hat{D}(G))^{op}$-module. Namely, we define the action of $\mathcal{O}_c(\hat{D}(G))^{op}$ on $\tilde{Z} = \mathcal{X}^\vee \xi$, and then transfer it to $H$ using the unitary isomorphism

$$H \cong \tilde{Z}, \quad \text{Hom}_G(Z, H_j) \otimes \tilde{H}_j \ni \xi \otimes \tilde{\xi} \mapsto \xi \otimes \tilde{\xi} \mapsto \tilde{\xi}^\vee \xi.$$

We remark that then the elements of $\mathcal{C}_c(G)^{op}$ act in the obvious way,

$$\omega(\xi \otimes \tilde{\xi}) = \xi \otimes \omega^\vee \tilde{\xi}. $$

The action of $\mathbb{C}[G]^{op}$ can be computed using (3.1), which reads as

$$c_s(\xi^i_y \otimes \xi_j) = \sum_x u^i_{xy} \xi_x \otimes \xi^i_x.$$

Therefore, for $\xi_j \in \text{Hom}_G(Z, H_j)$ and $\xi_i \in \text{Hom}_G(Z, H_i)$, we have

$$(u^s_{x''x}(\xi_j \otimes \tilde{\xi}^i_j), \xi_i \otimes \tilde{\xi}^i_j) = (u^s_{x''x} \xi_j \tilde{\xi}^i_j, \xi^i_x \xi^i_y) = (\xi^i_x \xi^i_y, u^s_{x''x} \xi^i_x \xi^i_y) = (\xi^i_x \xi^i_y, \xi^s_{\xi_j} \otimes \xi^s_{\xi_j}).$$

Comparing this with (3.2) we get

$$(T^s_{ij}(\xi_j \otimes \tilde{\xi}^i_j), \xi_i \otimes \tilde{\xi}^i_j) = \frac{1}{\sqrt{d_id_j}} \sum_{x,y,x',y'} \rho_{s,y'y'} \rho_{s,x''x'} T^s_{ij}(y'x'x'', yxz)(u^s_{x''x}(\xi_j \otimes \tilde{\xi}^i_j), \xi_i \otimes \tilde{\xi}^i_j).$$

(3.3)

We thus see that any element $T^s_{ij} \in A_G$ acts on $H$ in the same way as the element

$$\frac{1}{\sqrt{d_id_j}} \sum_{x,y,x',y''} \rho_{s,y'y'} \rho_{s,x''x'} T^s_{ij}(y'x'x'', yxz) m^i_{y''x'} \cdot u^s_{x''x} \cdot m^j_{xy} \in \mathcal{O}_c(\hat{D}(G))^{op},$$

(3.3)
where $\cdot$ denotes the product in $O_c(\hat{D}(G))^{\text{op}}$. Since the $O_c(\hat{D}(G))^{\text{op}}$-modules $H$ as above exhaust all unitary modules up to equivalence and the $*$-algebra $O_c(\hat{D}(G))^{\text{op}}$ admits a faithful representation, it follows that by denoting the element $3.3$ by $\pi(T^g)$ we get a well-defined $*$-homomorphism $\pi: \mathcal{A}_G \to O_c(\hat{D}(G))^{\text{op}}$.

Furthermore, using that any representation of $\mathcal{A}$ is defined by a unitary half-braiding, Lemma $3.4$ implies that the $\mathcal{A}_G$-modules $H$ of the above form exhaust all unitary $\mathcal{A}_G$-modules up to equivalence.

Therefore the representation categories of $\mathcal{A}_G$ and $O_c(\hat{D}(G))^{\text{op}}$ are both equivalent to $\mathcal{Z}(\text{ind-}(\text{Rep})_c)$, hence to each other, and $\pi$ implements such an equivalence. By Lemma $3.6$ we conclude that $\pi$ defines an isomorphism of the $C^*$-completions of $\mathcal{A}_G$ and $O_c(\hat{D}(G))^{\text{op}}$.

It remains to show that $\pi$ is bijective even before passing to the $C^*$-completions. Recall that we have a faithful positive trace $\tau$ on $\mathcal{A}$ defined by (2.3). Then the formula

$$F(T) = (\tau \otimes \iota)(T)$$

defines a faithfully completely positive map $F: \mathcal{A}_G \to \bigoplus_i B(\hat{H}_i) \cong c_c(\hat{G})^{\text{op}}$, which is clearly $c_c(\hat{G})^{\text{op}}$-bimodular. On the other hand, by Lemma $3.1$ we have a faithful conditional expectation $E_0: O_c(\hat{D}(G))^{\text{op}} \to c_c(\hat{G})^{\text{op}}$ defined by $E_0(a \cdot \omega) = \varphi(a)\omega$, hence a faithful $C^*$-bimodule map

$$E: O_c(\hat{D}(G))^{\text{op}} \to c_c(\hat{G})^{\text{op}}$$

defined by $E(a \cdot \omega) = d_i\varphi(a)\omega$ for $a \in \mathbb{C}[G]^{\text{op}}$ and $\omega \in B(H_i)^{\text{op}} \subset c_c(\hat{G})^{\text{op}}$. Then $\pi$ intertwines $F$ with $E$.

As $F$ is faithful, this already implies that $\pi$ is injective. Since the image of $\pi$ is dense in $O_c(\hat{D}(G))^{\text{op}}$ in the norm defined by the $c_c(\hat{G})^{\text{op}}$-valued inner product $(X,Y) = E(X^* \cdot Y)$, and the spaces

$$B(\hat{H}_i) \cdot \text{span}\{u^j_{s,x}\}_{s,x} \cdot B(\hat{H}_j)$$

are mutually orthogonal for different triples $(i,s,j)$. It then follows that the image of Hom$_G(H_s \otimes H_j, H_i \otimes H_s) \otimes B(\hat{H}_j, \hat{H}_j)$ under $\pi$ must coincide with $B(\hat{H}_i) \cdot \text{span}\{u^j_{s,x}\}_{s,x} \cdot B(\hat{H}_j)$. $\square$

3.2. Temperley–Lieb categories. Consider the representation category of $SU_q(2)$ for $q \in (0,1)$. It is known to be equivalent to the Temperley–Lieb category $TL(q + q^{-1})$ generated by one object $U_{1/2}$ and one morphism $R: 1 \to U_{1/2} \otimes U_{1/2}$ such that

$$\|R\|^2 = q + q^{-1} \quad \text{and} \quad (R^* \otimes \iota)(\iota \otimes R) = -\iota,$$

see, e.g., [NT13, Section 2.5]. The representation theory of the quantum double of $SU_q(2)$ was studied by Pusz [Pus93], and we can use his results to get information on the structure of $C^*(\text{Tub}(TL(d)))$ for $d > 2$.

The representations of $C^*(D(SU_q(2)))$ are described as follows. As a set, the primitive spectrum is the disjoint union of the closed interval $S_0 = [-1,1]$ and countably many circles $S_p = T$, $p = \frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots$. The topology is not discussed in [Pus93], but one can at least easily see that on every set $S_p$ we get the standard topology. There are two one-dimensional representations corresponding to the points $\pm 1 \in S_0$, all other representations are infinite-dimensional. Furthermore, for every $x \in S_p$, excluding the case $x = \pm 1$ when $p = 0$, the restriction of the representation of $C^*(D(SU_q(2)))$ corresponding to $x$ to $c_0(SU_q(2))$ decomposes into a direct sum of the spin $i$ modules $H_i$ for $i = p, p + 1, \ldots$, each appearing with multiplicity one. One immediate consequence of this description is that the $C^*$-algebra $C^*(D(SU_q(2)))$ is liminal, and in particular, of type I.

Consider the closed ideal $J$ in $C^*(D(SU_q(2)))$ generated by the unit $1_0 \in B(H_0) = \mathbb{C}$ in the block of $c_0(SU_q(2))$ corresponding to the spin 0 (trivial) representation. Then by the above description, the primitive spectrum of $J$ is the interval $S_0$, and the image of $1_0$ in every irreducible representation of $J$ is a rank one projection. It follows that $J$ is a continuous trace $C^*$-algebra strongly Morita equivalent to $C(S_0)$. In order to describe it explicitly, we have to look more closely at how the representations are defined. This is more transparently done in [PW00] and [Ara14] using parabolic induction. The underlying algebraic $c_c(SU_q(2))$-module is $\mathbb{C}[S_0]H_i$ (only integral spins appear), on which one defines an action of $C(SU_q(2))$ using formulas that only mildly depend on the parameter $x \in S_0$, inducing the structure of a $O_c(\hat{D}(SU_q(2)))$-module. Then one defines a pre-scalar product on $\mathbb{C}[S_0]H_i$ by rescaling the obvious scalar product on every subspace $H_i$. This rescaling does not change the scalar product on $H_0 \cong \mathbb{C}$, but for all other $i$ the scalar product on $H_i$ is multiplied by a factor that tends to 0 as $x$ converges to $\pm 1$, see, for example, [Ara14] or [Voi11]. From this it becomes clear that an $J$-$C(S_0)$-imprimitivity bimodule we can take the $C^*$-Hilbert $C(S_0)$-module.
Proposition 3.7. For every \( q \in (0, 1) \), we have a short exact sequence

\[
0 \to J \to C^*(\mathcal{D}(SU_q(2))) \to \bigoplus_{p \in \frac{1}{2} \mathbb{N}} C(T) \otimes K\left(\bigoplus_{i=0}^{\infty} H_i\right) \to 0,
\]

where

\[
J = \left\{ f \in C([-1, 1], K\left(\bigoplus_{i=0}^{\infty} H_i\right)) \mid f(\pm 1) \in C_1(0) \right\}.
\]

By Theorem 3.3 and Lemma 3.4, the tube algebra is obtained by choosing a unit vector in every spin module \( H_i \) and then cutting down \( C^*(\mathcal{D}(SU_q(2))) \) by the sum of the corresponding projections.

Corollary 3.8. For every \( d > 2 \), we have a short exact sequence

\[
0 \to J \to C^*(\mathcal{Tub(TL(d)))} \to \bigoplus_{i \in \frac{1}{2} \mathbb{N}} C(T) \otimes K(\ell^2(\{i, i+1, \ldots\})) \to 0,
\]

where

\[
J = \left\{ f \in C([-1, 1], K(\ell^2(\mathbb{Z}_+))) \mid f(\pm 1) \in C_1(0) \right\}.
\]

We stress that in this formulation the choice of indices is consistent with the grading on the underlying spaces of the irreducible representations of the tube algebra, so that any element of \( \mathcal{Tub(TL(d)))}_{kl} \) maps the \( l \)-th basis vector in \( \ell^2(\{i, i+1, \ldots\}) \), \( \ell^2(\mathbb{Z}_+) \), or \( \ell^2(\{0\}) \), into a scalar multiple of the \( k \)-th vector, provided they are both present in the space, and acts as zero otherwise.

The above short exact sequences do not fully describe the hull-kernel topology on the primitive spectrum

\[
\bigcup_{p \in \frac{1}{2} \mathbb{Z}_+} S_p = [-1, 1] \cup \bigcup_{p \in \frac{1}{2} \mathbb{N}} T
\]

of \( C^*(\mathcal{D}(SU_q(2))) \), or equivalently, of \( C^*(\mathcal{Tub(TL(q + q^{-1})}) \). But the topology is also not difficult to understand. Since the relative topologies on the subsets \( S_0 \) and \( \cup_{p \in \frac{1}{2} \mathbb{N}} S_p \) are the obvious ones, and the first set is open and the second is closed, the only question is how to describe the closure of \( S_0 \). The answer is that when points in \( S_0 \setminus \{z_0^+ := 1\} \), resp. \( S_0 \setminus \{z_0^- := -1\} \), approach \( z_1^+ := 1 \) in \( S_1 \), resp. \( z_1^- := -1 \) in \( S_1 \). This corresponds to convergence of complementary series representations (parameterised by points of \( S_0 \setminus \{z_0^-, z_0^+\} \) close to \( z_0^+ \) or \( z_0^- \)) to two particular principal series representations. In other words, we have the following description.

Proposition 3.9. For \( q \in (0, 1) \), the topology on the primitive spectrum of the \( C^* \)-algebra \( C^*(\mathcal{D}(SU_q(2))) \) is described as follows: a set \( U \) is open if and only if it is open in the usual topology on the disjoint union of the sets \( S_0 \) and if the point \( 1 \in S_1 \), resp. \( -1 \in S_1 \), lies in \( U \), then \( U \) must also contain a punctured neighbourhood of \( 1 \in S_0 \), resp. of \( -1 \in S_0 \).

Proof. In order to prove the proposition we do not need to know how the representations are defined, only how one identifies the set of equivalence classes of irreducible representations that are isomorphic to \( \bigoplus_{i=0}^{\infty} H_i \) as representations of \( SU_q(2) \) with \( S_p \). These representations are parameterised by the values of the quantum
Casimir [Pus93]. For \( p = 0 \) the set of possible values is the interval \([-\sqrt{1+q^2}, \sqrt{1+q^2}]\), which we identify with \( S_0 = [-1, 1] \). For \( p \in \frac{1}{2}\mathbb{N} \) this set is the ellipse

\[
\left\{ z \in \mathbb{C} : \frac{1+q^2}{q} z - 2 + \frac{1+q^2}{q} z + 2 = 2(q^p + q^{-p}) \right\},
\]

which we identify with \( S_p = \mathbb{T} \) in such a way that the points \( \pm \frac{q^p+q^{-p}}{\sqrt{1+q^2}} \) get identified with \( \pm 1 \). From this we see that the only pairs of points in \( \bigcup_{p \in \frac{1}{2}\mathbb{Z}_+} S_p \) not separated by the values of the Casimir are \((z_0^+, z_1^+)\) and \((z_0^-, z_1^-)\). Since the closure of \( S_0 \) must be contained in \( \bigcup_{p \in \frac{1}{2}\mathbb{Z}_+} S_p \) and it is not difficult to see that the Casimir defines a continuous function on the spectrum, this already shows that the only difference from the usual topology on \( \bigcup_{p \in \frac{1}{2}\mathbb{Z}_+} S_p \) that might occur is that a net in \( S_0 \) converges to \( z_0^+ \), resp. \( z_0^- \), and simultaneously to \( z_1^+ \), resp. \( z_1^- \).

Take a rank one projection \( e_1 \) in \( B(H_1) \subset C^*(D(SU_q(2))) \). We then have a short exact sequence

\[
0 \rightarrow C_0(S_0 \setminus \{z_0^+, z_0^-\}) \rightarrow e_1 C^*(D(SU_q(2))) e_1 \rightarrow C(S_1) \rightarrow 0.
\]

It follows that the unital \( C^* \)-algebra \( e_1 C^*(D(SU_q(2))) e_1 \) is abelian and its spectrum is \((S_0 \setminus \{z_0^+, z_0^-\}) \cup S_1\). The topology is inherited from the spectrum of \( C^*(D(SU_q(2))) \), since \( e_1 C^*(D(SU_q(2))) e_1 \) is strongly Morita equivalent to the ideal of \( C^*(D(SU_q(2))) \) generated by \( e_1 \). Since \((S_0 \setminus \{z_0^+, z_0^-\}) \cup S_1\) is compact, we see that if a net in \( S_0 \setminus \{z_0^+, z_0^-\} \) converges to \( z_0^+ \), resp. \( z_0^- \), then in \((S_0 \setminus \{z_0^+, z_0^-\}) \cup S_1\) has no other choice than to converge to \( z_1^+ \), resp. \( z_1^- \).

Finally, it is clear that the points \( z_0^+ \) and \( z_0^- \) are both closed in the primitive spectrum of \( C^*(D(SU_q(2))) \).

Note that this proposition and its proof show that if for \( p \in \frac{1}{2}\mathbb{Z}_+ \) we choose a rank one projection \( e_p \in B(H_p) \subset C^*(D(SU_q(2))) \), then the \( C^* \)-algebra \( e_p C^*(D(SU_q(2))) e_p \) will be abelian, with spectrum \( X_p \), where \( X_0 = S_0 \), \( X_p = S_{\frac{1}{2}} \cup S_{\frac{3}{2}} \cup \cdots \cup S_p \) for \( p \in \frac{1}{2}\mathbb{N} \), and \( X_p = (S_0 \setminus \{z_0^+, z_0^-\}) \cup S_1 \cup \cdots \cup S_p \) for \( p \in \mathbb{N} \), where in the last case the topology on \( X_p \) is obtained by gluing \( S_0 \) to \( S_1 \) via the identification of \( z_0^+ \) with \( z_1^+ \). This recovers the description of \( \text{Tub}((\mathcal{L}(q+q^{-1}))_{pp}) \) obtained by Ghosh and Jones [GJ16].

### 4. Morita equivalence of categories and tube algebras

#### 4.1. \( 2 \)-categories and \( Q \)-systems

Let \( \mathcal{B} \) be a small \( C^* \)-2-category. The definition is a straightforward adaptation of the standard algebraic one [ML98], but as in [Yam02], we denote by \( \otimes \) the horizontal composition of morphisms. Thus \( \mathcal{B} \) is given by

- a set \( \Lambda \) (0-cells);
- small \( C^* \)-categories \( \mathcal{B}_{st} \) for all \( s,t \in \Lambda \) (the objects of \( \mathcal{B}_{st} \) are called 1-morphisms \( t \rightarrow s \));
- bilinear unitary bifunctors \( \otimes : \mathcal{B}_{rs} \times \mathcal{B}_{st} \rightarrow \mathcal{B}_{rt} \) and unit objects \( I_s \in \mathcal{B}_{ss} \).

The axioms which this structure should satisfy are analogous to those of strict \( C^* \)-tensor categories. In other words, the main difference from the latter categories is that the tensor product \( X \otimes Y \) is defined not for all objects but only when \( X \in \mathcal{B}_{rs} \) and \( Y \in \mathcal{B}_{st} \), and is in \( \mathcal{B}_{rt} \).

We also always assume that the units \( I_s \) are simple and the categories \( \mathcal{B}_{st} \) are closed under subobjects and finite direct sums.

We are mainly interested in rigid \( C^* \)-2-categories with the set \( \Lambda \) of 0-cells consisting of two points. Such categories can equivalently be described in terms of pairs \((\mathcal{C}, Q)\) consisting of a rigid \( C^* \)-tensor category \( \mathcal{C} \) (satisfying our usual assumptions) and a standard simple \( Q \)-system \( Q \) in \( \mathcal{C} \). This means that we are given an isometry \( v : I \rightarrow Q \) and an isometric up to a scalar factor morphism \( w : Q \rightarrow Q \otimes Q \) such that \((Q, w^*, v)\) is an algebra in \( \mathcal{C} \). Recall that then the Frobenius compatibility condition \((w^* \otimes i)(i \otimes w) = ww^*\) is satisfied [LR97, BKL15]. The assumptions of simplicity and standardness mean that \( Q \) is simple as a \( Q \)-bimodule and \( w^* w = d(Q) \).

We will sometimes write \( m_Q \) for the product \( w^* : Q \otimes Q \rightarrow Q \). Let us briefly describe this correspondence.

First, given a pair \((\mathcal{C}, Q)\) as above, we can construct a \( C^* \)-2-category \( \mathcal{B}^Q \) of unitary modules in \( \mathcal{C} \) in the following way [Yam02, Mugg03a]. Take \( \Lambda = \{0,1\} \), \( \mathcal{B}^Q_{00} = \mathcal{C} \), \( \mathcal{B}^Q_{11} = Q \)-mod-\( Q \), \( \mathcal{B}^Q_{01} = \text{mod-} Q \) and
$B^Q_{10} = Q$-mod. The tensor products are defined over $Q$ when possible, otherwise they are taken in $C$. To be more precise, depending on the chosen model, the tensor product over $Q$ may not be strictly associative, so we get a bicategory rather than a 2-category, which then has to be strictified. As is common, we are going to ignore this minor issue. Let us note also in passing that, as in [NY16], we normalise the structure morphisms $P_{M,N}: M \otimes N \rightarrow M \otimes Q N$ so that $P_{M,N}P_{M,N} = d(Q)$). For any left $Q$-module $M$ this allows us to take $M$ as a model of $Q \otimes Q M$, with $P_{Q,M}$ given by the morphism $m^l_M: Q \otimes M \rightarrow M$ defining the module structure. Of course, the same can be said for the right modules.

The 2-category $B^Q$ is known to be rigid [Yam04, NY16]. Let us give explicit formulas for standard solutions of the conjugate equations for one-sided modules, which were omitted in [NY16]. Since an object of $C$ can be considered as an object in different components $B^Q_M$ of $B^Q$, let us continue to denote the dimension function on $B^Q_Q = C$ by $d$, and denote the dimension functions on $Q$-mod, mod-$Q$ and $Q$-mod-$Q$ by $d^{Q}$-mod, $d$-mod-$Q$ and $d^Q$. By [NY16] Proposition 6.9 we have $d^Q(M) = d(Q)^{-1/2}d(M)$. By virtue of multiplicativity and invariance under passing to the dual of the dimension function on $B^Q$, this implies that $d^{Q}$-mod $(M) = d(Q)^{-1/2}d(M)$ and similarly for $d$-mod-$Q$. Now, given a left $Q$-module $M$ (so $M \in B^Q_{10}$), we have a solution given in [NY16] Lemma 6.6]. By rescaling it we get the solution

$$R^Q_M = d(Q)^{-3/4}P_{M,\bar{M}}R_M: 1 \rightarrow \bar{M} \otimes Q M,$$

$$\bar{R}^Q_M = d(Q)^{-1/4}(m^l_M \otimes \iota_{\bar{M}})(\iota_Q \otimes \bar{R}_M): Q \rightarrow M \otimes \bar{M},$$

where $(R_M, \bar{R}_M)$ is an equivalent solution of the conjugate equations for $M$ in $C$. Therefore

$$(\bar{R}^{Q}$-mod $\otimes_Q \iota_M)(\iota_M \otimes R^{Q}$-mod $) = \iota_M, \quad (\iota_{\bar{M}} \otimes_Q \bar{R}^{Q}$-mod $)(R_{\bar{M}}^{Q}$-mod $ \otimes \iota_{\bar{M}}) = \iota_{\bar{M}}.$

Using the considerations in [NY16] Section 6.2 it is not difficult to check that

$$\left\| R_{\bar{M}}^{Q}$-mod $\right\|^2 = \left\| \bar{R}_{\bar{M}}^{Q}$-mod $\right\|^2 = d(Q)^{-1/2}d(M) = d^{Q}$-mod $(M),$$

so the solution $(R_{\bar{M}}^{Q}$-mod $, \bar{R}_{\bar{M}}^{Q}$-mod $)$ is standard.

Conversely, given a rigid $C^*$-2-category $B$ with two 0-cells, we can construct a $Q$-system in $C = B_{00}$ by taking any nonzero object $X \in B_{10}$ and letting $Q = \bar{X} \otimes X, v = d(X)^{-1/2}R_X$ and $w = d(X)^{-1/2}\iota_{\bar{X}} \otimes \bar{R}_X \otimes \iota_X$. By a result of Müger [Müg03a, Proposition 4.5], the 2-categories $B$ and $B^Q$ are equivalent. Explicitly, the equivalence is given by the functor

$$B \rightarrow B^Q, \quad \begin{pmatrix} Y_{00} & Y_{01} \\ Y_{10} & Y_{11} \end{pmatrix} \mapsto \begin{pmatrix} Y_{00} & Y_{01} \otimes X \\ \bar{X} \otimes Y_{10} & \bar{X} \otimes Y_{11} \otimes X \end{pmatrix}.$$

Here, for example, the left $Q$-module structure on $\bar{X} \otimes Y$ is given by

$$m^l_{\bar{X} \otimes Y} = d(X)^{1/2}\iota_{\bar{X}} \otimes \bar{R}_X \otimes \iota_X: (\bar{X} \otimes X) \otimes (\bar{X} \otimes Y) \rightarrow \bar{X} \otimes Y.$$

Furthermore, if we took a simple object $X$, then the $Q$-system $Q = \bar{X} \otimes X$ would satisfy $\dim C(1, Q) = 1$, which is equivalent to irreducibility of $Q$, meaning that $Q$ would be simple as a left and right $Q$-module.

Following Müger [Müg03a], we say that two rigid $C^*$-tensor categories $C$ and $D$ are weakly (unitarily) monoidally Morita equivalent if there exists a rigid $C^*$-2-category $B$ with two 0-cells such that $B_{00} \cong C$, $B_{11} \cong D$ and $B_{01} \neq 0$ (the rigidity then implies that also $B_{10} \neq 0$). By the above discussion this is equivalent to the existence of a standard simple $Q$-system $Q \in C$ such that $D \cong Q$-mod-$Q$. Furthermore, then $Q$ can be chosen to be irreducible.

**Remark 4.1.** Historically, rigid $C^*$-2-categories first appeared in the study of subfactors. Namely, let $N \subset M$ be an extremal $II_1$ subfactor of finite index. Then one looks at the $C^*$-2-category $B$ of Hilbert $M$-bimodules, $N$-bimodules, $M-N$-modules, and $N-M$-modules generated by $X = N L^2(M)_M \in B_{01} \subset N$-mod-$M$. Then $Q = N L^2(M)_N$ is the $Q$-system in $B_{00} \subset N$-bimod corresponding to the generator $X$, and the product structure of $Q$ comes from that of $M$. Any rigid $C^*$-2-category $B = B^Q$ defined by an irreducible $Q$-system $Q \in C$ such that $C$ is generated by $Q$, appears in this way, up to unitary equivalence. However, as in [Sch01, Müg03a], in what follows we do not require this generation property. For example, in the case $Q = 1_C$ we obtain a 2-category with $B_{st} = C$ for all $s, t$.  
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4.2. Tube algebras and imprimitivity modules. Let \( B \) be a small rigid C*-2-category and \( \Lambda \) be its set of 0-cells. For all \( s, t \in \Lambda \) choose representatives \( U_{si}, i \in I_{st}, \) of isomorphisms classes of simple objects in \( B_{st} \). We write \( U_{si} \) instead of \( U_{ssi} \) and omit the indices \( s, t \) altogether when there is only one meaningful choice. We can then define the tube algebra of \( B \) by

\[
\text{Tub}(B) = \bigoplus_{s,t,i,j,k} B_{st}(U_k \otimes U_{tj}, U_{si} \otimes U_k).
\]

The \( * \)-algebra structure is defined by exactly the same formulas as for C*-tensor categories. Denote by \( \text{Tub}(B)^{st} \) the part of \( \text{Tub}(B) \) corresponding to fixed indices \( s, t \in \Lambda \). Then \( \text{Tub}(B)^{ss} = \text{Tub}(B_{ss}) \).

Similarly to the case of tensor categories, the representation theory of \( \text{Tub}(B) \) can be described in terms of the Drinfeld centre \( Z(\text{ind-}B) \) of \( \text{ind-}B \), which is defined as follows. An object \((Z, c) \in Z(\text{ind-}B)\) is given by

- a set \( Z = \{Z_s\}_{s \in \Lambda} \) of ind-objects \( Z_s \in \text{ind-}B_{ss} \),
- collections \( c^{st} = (c^{st}_X)_{X \in B_{st}} \) of natural unitary isomorphisms \( X \otimes Z_t \cong Z_s \otimes X \) satisfying the half-braiding condition:

\[
c^{st}_X \otimes Y = (c^{st}_X \otimes c^{st}_Y)(c^{st}_X \otimes Y).
\]

This construction seems to be well-known to the experts, and it is discussed in detail in [MS15]. The centre \( Z(\text{ind-}B) \) is a C*-tensor category in the obvious way.

Every object \((Z, c) \in Z(\text{ind-}B)\) defines representations \( \pi_Z \) and \( \pi_Z^* \) of \( \text{Tub}(B) \), similarly to how half-braiding defines representations of the fusion and tube algebras of C*-tensor categories. Let us write down the full definition only for \( \pi_Z^* \). The underlying Hilbert space is

\[
H_Z^* = \bigoplus_{s,t} H_{Z,si}^*, \quad H_{si}^* = \text{Mor}_{\text{ind-}B_{ss}}(Z_s, U_{si}).
\]

Every element \( T \in \text{Mor}(U_k \otimes U_{tj}, U_{si} \otimes U_k) \subset \text{Tub}(B) \) kills the spaces \( H_{Z,rl}^* \) with \((r, l) \neq (t, j)\) and maps \( \xi \in H_{Z,tj}^* \) into the vector in \( H_{Z,si}^* \) defined as the composition

\[
\sqrt{\frac{d_{si}}{d_{tj}}}(t \otimes \bar{R}_k^*)(T \otimes i)(t \otimes \xi \otimes i)(c^{st}_k)^* \otimes i)(t \otimes \bar{R}_k^*):
\]

\[
Z_s \rightarrow Z_s \otimes U_k \otimes \bar{U}_k \rightarrow U_k \otimes Z_t \otimes \bar{U}_k \rightarrow U_k \otimes U_{tj} \otimes \bar{U}_k \rightarrow U_{si} \otimes U_k \otimes \bar{U}_k \rightarrow U_{si}.
\]

**Proposition 4.2.** The map \( (Z, c) \mapsto \pi_Z^* \) defines a unitary equivalence between the Drinfeld centre \( Z(\text{ind-}B) \) and the category of (nondegenerate \( * \)-preserving) representations of \( \text{Tub}(B) \).

This is proved in exactly the same way as the analogous result for C*-tensor categories [PSV17, Proposition 3.14], which corresponds to the case when \( \Lambda \) consists of one point. One immediate consequence of this proposition is that \( \text{Tub}(B) \) admits a universal \( C^* \)-completion \( C^*(\text{Tub}(B)) \).

Denote by \( C^*\big((\text{Tub}(B))^{st}\big) \) the closure of \( \text{Tub}(B)^{st} \) in \( C^*\big(\text{Tub}(B)\big) \). Then the space \( C^*\big((\text{Tub}(B))^{st}\big) \) is a \( C^* \)-Hilbert \( C^*\big((\text{Tub}(B))^{st}\big)\)-\( C^*\big((\text{Tub}(B))^{st}\big)\)-bimodule. If the corners \( B_{st} \) are nontrivial, then the following theorem shows that \( C^*\big((\text{Tub}(B))^{st}\big) \) are \( C^*\big((\text{Tub}(B_{ss}))\big)-C^*\big((\text{Tub}(B_{ss}))\big)\)-imprimitivity bimodules, and the result is true even purely algebraically.

**Theorem 4.3.** Assume \( C \) and \( D \) are weakly monoidally Morita equivalent rigid C*-tensor categories, and \( B \) is the corresponding rigid C*-2-category. Then \( \text{Tub}(B)^{01} \) is an algebraic imprimitivity \( \text{Tub}(C)\)-\( \text{Tub}(D)\)-bimodule, that is, we have \( \text{Tub}(B)^{st} \text{Tub}(B)^{ss} = \text{Tub}(B)^{ss} \) for all \( s, t \in \{0, 1\} \), and the closure \( C^*\big((\text{Tub}(B))^{01}\big) \) of \( \text{Tub}(B)^{01} \) in \( C^*\big((\text{Tub}(B))\big) \) defines a \( C^*\big((\text{Tub}(B_{00}))\big)-C^*\big((\text{Tub}(B_{11}))\big)\)-imprimitivity bimodule.

**Proof.** It is enough to prove the first assertion for \( t = 0 \) and \( s = 1 \). As discussed in the previous subsection, we may assume that \( B = B^2 \) for an irreducible \( Q \)-system \( Q \in C \).

In the proof we will use the following simple observation. Let \( M \) be a right \( Q \)-module and \( Y \) be a \( Q \)-bimodule. Then \( P_M \big( m^2_M \otimes Y \big) = P_M \big( t \otimes m^2_Y \big) \) by the definition of the tensor product over \( Q \). This can be interpreted by saying that if we take \( M \otimes Y \) as a model of \( (M \otimes Q) \otimes Q Y \) with the structure morphism \( P_M \otimes Q_Y = t_M \otimes m^2_Y \), then the morphism \( m^2_M \otimes Q \cdot Y : (M \otimes Q) \otimes Q Y = M \otimes Y \rightarrow M \otimes Q Y \) is equal to \( P_M \cdot Y \).

In particular, we have \( m^2_Y = m_Q \otimes Q \cdot Y \).
Now, let \( \{ U_i \}_{i \in I_{10}} \), \( \{ M_k \}_{k \in I_{11}} \) and \( \{ X_a \}_{a \in I_{11}} \) be representatives of the isomorphism classes of simple objects, respectively, of \( C = B_{10} \), of the right \( Q \)-modules mod-\( Q = B_{11} \), and of the \( Q \)-bimodules \( Q \)-mod-\( Q = B_{11} \), with distinguished choices \( U_e = 1 \) and \( M_e = X_e = Q \). Then we have

\[
\text{Tub}(B)^{01} = \bigoplus_{i,a,k} \text{Mor}_{Q \text{-mod-}}(M_k \otimes Q X_a, U_i \otimes M_k),
\]

\[
\text{Tub}(B)^{10} = \bigoplus_{i,a,k} \text{Mor}_{Q \text{-mod-}}(\bar{M}_k \otimes U_i, X_a \otimes Q \bar{M}_k).
\]

For each \( a \in I_{11} \), denote by \( p(a) \in \text{Tub}(B)^{11} = \text{Tub}(B_{11}) \) the unit in \( \text{Tub}(B_{11})_{aa} \), so

\[
p(a)^{bc} = \delta_{c,d} \delta_{a,e} \delta_{b,e} \in \text{Mor}_{Q \text{-mod-}}(X_b \otimes Q X_d, X_c \otimes Q X_b).
\]

The family \( (p(a))_a \) generates \( \text{Tub}(B)^{11} \) as a two-sided ideal. Therefore it is enough to show that \( p = p(a) \) belongs to \( \text{Tub}(B)^{10} \text{Tub}(B)^{01} \) for any fixed \( a \).

Let \( \{ w_j^a : U_j \to X_a \}_{j,a} \) be a complete orthonormal system of isometries, so that we have \( \sum_{j,a} \alpha_j w_j^a \alpha_j = \iota_a \).

We define an element \( T_j^a \in \text{Tub}(B)^{10} \) by

\[
(T_j^a)^{bc} = \delta_{e,k} \delta_{j,i} \delta_{a,b} m_a^i (\iota_Q \otimes w_j^a)^* \in \text{Mor}_{Q \text{-mod-}}(M_k \otimes U_i, X_b \otimes Q \bar{M}_k),
\]

where we take \( X_a \) itself as a model of \( X_a \otimes Q \bar{M}_e \). We claim that

\[
d(Q)p = \sum_{j,a} T_j^a T_j^{a*}.
\]

The only nontrivial component of \( T_j^{a*} \in \text{Tub}(B)^{01} \) is in \( \text{Mor}_{Q \text{-mod-}}(M_e \otimes Q X_a, U_j \otimes M_e) \). It equals

\[
(T_j^{a*})^{ca} = (R_{Q \text{-mod-}}^{a*} \otimes \iota \otimes \iota) (\iota \otimes Q (T_j^{a*})^{ca} (\iota \otimes Q \iota \otimes Q R_{Q \text{-mod-}}^{a*}),
\]

where

\[
R_{Q \text{-mod-}}^{a*} = d(Q)^{-1/4} w : Q \to Q \otimes Q, \quad R_{Q \text{-mod-}}^{a*} = d(Q)^{1/4} v : 1 \to Q \otimes Q = Q.
\]

Therefore

\[
(T_j^{a*})^{ca} = (v^* \otimes \iota \otimes \iota) (\iota \otimes Q (T_j^{a*})^{ca} \iota) (\iota \otimes Q m_a^{*\alpha} (u_j^{a*} \iota) m_a^{*\alpha} : X_a \to U_i \otimes Q,
\]

where we used that the morphism

\[
\iota \otimes Q w : X_a \otimes Q Q = X_a \to X_a \otimes Q (Q \otimes Q) = X_a \otimes Q
\]

coincides with \( m_a^{*\alpha} \) by the observation at the beginning of the proof.

By definition, the product \( T_j^a T_j^{a*} \) in \( \text{Tub}(B) \) equals

\[
\sum_{b,\beta} \iota_a Q w_{\beta}^{b*} (m_b^{i\alpha} \otimes \iota_Q) (\iota Q \otimes w_j^{a*} \iota_Q) (\iota Q \otimes m_a^{*\alpha}) (w_{\beta}^{b} \otimes Q \iota_a)
\]

\[
\in \bigoplus_b \text{Mor}_{Q \text{-mod-}}(X_b \otimes Q X_a, X_a \otimes Q X_b),
\]

where \( \{ w_{\beta}^{b} \}_b \) is an orthonormal basis in \( \text{Mor}_{Q \text{-mod-}}(X_b, Q \otimes Q) \) and we use the identifications \( Q \otimes Q X_a = X_a = X_a \otimes Q Q \). Taking the sum over \( j \) and \( \alpha \), we get

\[
\sum_{j,a} T_j^a T_j^{a*} = \sum_{b,\beta} \iota_a Q w_{\beta}^{b*} (m_b^{i\alpha} \otimes \iota_Q) (\iota Q \otimes m_a^{*\alpha}) (w_{\beta}^{b} \otimes Q \iota_a).
\]

Using again that \( m_b^{i\alpha} = m_Q \otimes Q \iota_a \), this can be written as

\[
\sum_{b,\beta} (w^\alpha w_{\beta}^{b*} \otimes Q ((\iota_a \otimes Q w_j^{a*}) m_a^{*\alpha}).
\]

Since \( d(Q)^{-1/2} w \) can be taken as a part of \( \{ w_{\beta}^{b} \}_{b,\beta} \), only the term corresponding \( b = e \) with a unique \( \beta \) survives, and we obtain \( \delta_{e,b} d(Q) \iota_a \) as a result. This proves the claim.

For the last statement of the theorem we need to check that the identification of \( \text{Tub}(B_{10}) \) with \( \text{Tub}(B)^{11} \) extends to an isomorphism of \( C^*(\text{Tub}(B_{10})) \) onto the corner \( C^*(\text{Tub}(B))^* \) of \( C^*(\text{Tub}(B)) \). This is shown in the same way as in the proof of Lemma \ref{3.4}. \( \square \)
Corollary 4.4. The forgetful functor $Z(\text{ind-}B) \to Z(\text{ind-}B_{ss})$ is a unitary monoidal equivalence for $s = 0, 1$.

Proof. By the theorem, $C^*(\text{Tub}(B))$ is the linking algebra between $C^*(\text{Tub}(B_{00}))$ and $C^*(\text{Tub}(B_{11}))$, in particular, it is itself strongly Morita equivalent to either of these $C^*$-algebras. Therefore the representation categories of $C^*(\text{Tub}(B))$ and $C^*(\text{Tub}(B_{ss}))$ are equivalent. Recalling that they are also equivalent to, resp., $Z(\text{ind-}B)$ and $Z(\text{ind-}B_{ss})$, we conclude that the forgetful functor $Z(\text{ind-}B) \to Z(\text{ind-}B_{ss})$ is an equivalence of categories. Since this functor is monoidal, this proves the assertion. □

Remark 4.5. This corollary can also be proved in a more direct way as follows. As above, we assume $B = B^Q$. It is known that $Z(\text{ind-}B_{00}) = Z(\text{ind-}C)$ and $Z(\text{ind-}B_{11}) = Z(\text{ind-}Q\text{-mod-}Q)$ are monoidally equivalent through Schauenburg’s induction $(Z, c) \mapsto (Z \otimes Q, \bar{c})$, where the left $Q$-module structure on $Z \otimes Q$ is defined by that on $Q \otimes Z$ using the isomorphism $c_Q: Q \otimes Z \to Z \otimes Q$, and $\bar{c}_Y$ is given by $c_Y$ up to the identifications of the form $(Z \otimes Q) \otimes Q = Z \otimes Y$, see [Sch01] [NY16] Section 6.3. The centre of $B$ just packages this monoidal equivalence of the centres in the following way.

In order to avoid confusion, let us put $M = Q$ as an object in $B_{01} = \text{mod-}Q$, and $\bar{M} = Q$ as an object in $B_{10} = Q\text{-mod}$. Assume that $(Z, c)$ is an object in the centre of $\text{ind-}B$. First it gives us $Q$-module isomorphisms $\tilde{M} \otimes Z_0 \to Z_1 \otimes Q \bar{M}$ and $M \otimes Q Z_1 \to Z_0 \otimes M$. Let $Y$ be a $Q$-bimodule, and put $X = M \otimes_Q Y$ (that is, $Y$ is viewed as an object in mod-$Q$). Then we have a commutative diagram

\[
\begin{array}{ccc}
X \otimes Q \tilde{M} \otimes Z_0 & \xrightarrow{i_X \otimes Q i_{\tilde{M}}^{10}} & X \otimes Q Z_1 \otimes Q \bar{M} \\
& \downarrow{i_M \otimes Q i_Y^{10} \otimes Q \bar{M}} & \downarrow{i_M \otimes Q i_Y^{10} \otimes Q \bar{M}} \\
M \otimes Q Z_1 \otimes Q Y & \rightarrow & Z_0 \otimes X \otimes Q \bar{M}
\end{array}
\]

Taking $Y = Q$, $Y = Q \otimes Q$ and using the naturality for $m_Q$, we see that the $Q$-bimodule structure on $Z_1$ is identified with the one on $Z_0 \otimes Q$ (see the remark at the beginning of the proof of Theorem 4.3). Next, taking $Y$ to be generic, the commutativity of the upper-left and right triangles above shows that $c^{11}$ is determined by $c^{00}$ (and is given by Schauenburg’s induction of $(Z_0, c^{00})$). By considering free one-sided modules $Q \otimes X$ and $X \otimes Q$, we also see that $c^{01}$ and $c^{10}$ are completely determined by $c^{00}$, $c^{11}$, $c^{01}_{\bar{M}}$, and $c^{10}_{\bar{M}}$. Thus, up to an isomorphism, $(Z, c)$ is completely determined by $(Z_0, c^{00})$. The argument also shows how given any $(Z_0, c^{00}) \in Z(\text{ind-}B_{00})$ we can construct an object of $Z(\text{ind-}B)$.

Remark 4.6. Analogues of Theorem 1.3 for $C[C]$ and $C^*(C)$ do not hold in general, already for fusion categories. By [Müg03b] Theorem 4.14, when $G$ is a finite group, the monoidal category of $G$-bimodules $G\text{-bimod} = \text{Rep}(G \times G^\text{op})$ with usual tensor product over $C$, is weakly Morita equivalent to $(C(G) \rtimes_{\text{Ad}} G)$-$\text{mod}$. Here $C(G) \rtimes_{\text{Ad}} G$ is the crossed product of the function algebra $C(G)$ by the adjoint action of $G$, and is isomorphic to $C^*(\text{D}(G))$. Specifically, one may take $Q = C(G)$ in $G$-bimod, and the equivalence $C(G)$-$\text{bimod} \to (C(G) \rtimes_{\text{Ad}} G)$-$\text{mod}$

is given by $E \mapsto \oplus_i \delta_i E \delta_i$. Since both $G$-bimod and $(C(G) \rtimes_{\text{Ad}} G)$-$\text{mod}$ have commutative fusion rules, their fusion algebras are strongly Morita equivalent if and only if they have the same number of irreducible classes. When $G = S_3$, there are 9 irreducible classes in $G$-bimod, while $C(G) \rtimes_{\text{Ad}} G$-$\text{mod}$ has only 8 irreducible classes, as seen from the computation of conjugacy classes and associated stabiliser subgroups.

Remark 4.7. Theorem 4.3 can be used to give a short and transparent proof of [NY16] Corollary 6.19 on invariance of property (T) under weak Morita equivalence, by observing that the representation of $\text{Tub}(C)$ that one gets by inducing the representation $\pi_{\bar{E}}^\vee$ of $\text{Tub}(D)$ is $\pi_{\bar{E}}^\vee$.

We finish by constructing a class of half-bradings generalising regular half-bradings that we studied in [NY16]. Let $Q$ be a standard simple $Q$-system in a $C^*$-tensor category $C$, and $B = B^Q$. Let $\{U_i\}_{i \in I_{00}}$, $\{M_k\}_{k \in I_{01}}$ and $\{X_\alpha\}_{\alpha \in I_{11}}$ be representatives of the isomorphism classes of simple objects in $B_{00}, B_{01}$ and $B_{11}$.
Proposition 4.8. Let \( Y \) be a \( Q \)-bimodule. Then there is an object \((Z, c)\) of \( Z(\text{ind-} \mathcal{B})\) such that

\[
Z_0 = Z_{\text{reg}}(\text{mod-}Q; Y) = \bigoplus_k M_k \otimes_Q Y \otimes_Q M_k,
\]

\[
Z_1 = Z_{\text{reg}}(Q\text{-mod-}Q; Y) = \bigoplus_a X_a \otimes_Q Y \otimes_Q X_a.
\]

Remark 4.9. When \( Y = Q \), then \( c^{11} \) coincides with the regular half-braiding on \( Z_{\text{reg}}(Q\text{-mod-}Q) \) defined in \([NY16\text{ Section 3.2}]\), while \((Z_{\text{reg}}(Q\text{-mod-}Q), c^{00})\) coincides with the object \((Z_{\text{reg}}(\text{mod-}Q), c)\) which appeared in \([NY16\text{ Section 6.5}]\). For \( Q = 1 \), analogous constructions carried out through the notion of coends can be found in the literature on fusion categories, see for example \([Shi17\ Section 3]\).

Proof of Proposition 4.8. Let \( X \) be a right \( Q \)-module, and fix a standard solution of the conjugate equations \((R_X, \bar{R}_X)\) for \( X \) in \( \mathcal{C} \). Consider the morphism \( c_{X,ka} \) from \( X \otimes_Q X_a \otimes_Q Y \otimes_Q X_a \) to \( M_k \otimes_Q Y \otimes_Q M_k \otimes X \), given by

\[
c_{X,ka}^{01} = \left( \frac{d_{ak}^2}{d_{ak}} \sum_{\alpha} (u_{ak}^{\alpha})^{\otimes Q} \otimes_{Y} \otimes_{Q} u_{ak}^{\alpha^{\vee}} \otimes_{X} (\iota_{X} \otimes_{Q} \iota_{X} \otimes_{Q} \iota_{X} \otimes_{Q} R_{X}^{\text{mod-}Q}),
\]

where \( \{u_{ak}^{\alpha}\}_{\alpha} \) is an orthonormal basis in \( \text{Mor}_{\text{mod-}Q}(M_k, X \otimes_Q X_a) \). Similarly to \([NY16\ Section 3.2]\), these morphisms do not depend on the choice of a standard solution for \( X \), but they do depend on such a choice for \( M_k \) and \( X_a \). Collecting them together, we obtain a morphism

\[
c_{X}^{01} = (c_{X,ka}^{01})_{a,k} : X \otimes_Q Z_{\text{reg}}(Q\text{-mod-}Q; Y) \to Z_{\text{reg}}(\text{mod-}Q; Y) \otimes X.
\]

Then the same argument as in the proof of \([NY16\ Lemma 6.21]\) shows that \( c_{X}^{01} \) is unitary.

The rest of the components of \( c \) can be defined in a similar way. For example, \( c^{00} \) is defined using standard solutions in \( \mathcal{C} \), while \( c^{11} \) is defined with ones in \( \text{Q-mod-}Q \). It remains to show that the family \( (c_{X})_{X} \) satisfies the half-braiding condition. Again, this can be done in the same way as in the proof of \([NY16\ Proposition 6.22]\), by reducing the argument to the multiplicativity of standard solutions.

The objects we have just defined allow us to look from a different angle at some of the previous results and constructions. Namely, using the insight of M"uger in \([Mug03b]\), we may view \( \text{End}_{Z(\text{ind-} \mathcal{C})}(\oplus_i Z_{\text{reg}}(C; U_i)) \) as a von Neumann algebraic analogue of the tube algebra of \( \mathcal{C} \). Then, in view of Remark 4.5,

\[
\text{End}_{Z(\text{ind-} \mathcal{C})} \left( \bigoplus_a Z_{\text{reg}}(\text{mod-}Q; X_a) \right)
\]

corresponds to the tube algebra of \( \text{Q-mod-}Q \), while

\[
\text{Mor}_{Z(\text{ind-} \mathcal{C})} \left( \bigoplus_i Z_{\text{reg}}(C; U_i) \bigoplus_a Z_{\text{reg}}(\text{mod-}Q; X_a) \right)
\]

gives an imprimitivity bimodule (in the von Neumann algebraic sense) between the two.
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